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ABSTRACT
Maximizing system scalability and quality are sometimes at odds. This work provides an example showing scalability and quality can be achieved at the same time in instructional design, contrary to what instructors may believe or expect. We situate our study in the education of HCI methods, and provide suggestions to improve active learning within the HCI education community. While designing learning and assessment activities, many instructors face the choice of using open-ended or close-ended activities. Close-ended activities such as multiple-choice questions (MCQs) enable automated feedback to students. However, a survey with 22 HCI professors revealed a belief that MCQs are less valuable than open-ended questions, and thus, using them entails making a quality sacrifice in order to achieve scalability. A study with 178 students produced no evidence to support the teacher belief. This paper indicates more promise than concern in using MCQs for scalable instruction and assessment in at least some HCI domains.
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1 INTRODUCTION
Increasing numbers of people are seeking higher education through online and physical courses and programs. Solutions to meet this growing demand, e.g., learning management systems and Massive Open Online Courses, have placed substantial emphasis on technology solutions that are easy to scale. However, the scalable learning solutions that have been employed have come with the perception of lower quality, reinforcing the idea that the two goals of scalability and quality are at odds.

For example, online distribution of videotaped lectures is a powerful technique for scaling education but alone it is in conflict with research suggesting that more interactive forms of learning-by-doing produce higher quality learning [14, 24, 36]. As another possible example of this scale-quality trade-off, consider alternative ways to provide active learning opportunities online. Do assignments implemented via multiple-choice questions (MCQs) provide for scale because grading and instructional feedback can be easily automated but sacrifice quality relative to open-ended assignments where solution generation and human-generated feedback enhance the learning experience? Or might carefully designed MCQs provide rich learning experiences and offer the advantage of immediate feedback? In this paper, we address this tension between scalability and quality from both instructors’ and students’ perspectives and provide evidence that though some paths towards scalability have resulted in reductions in quality, it does not have to be that way.

MCQs can be graded automatically within many popular online learning and testing platforms, e.g., Canvas [20], GradeScope [43]. The benefit of MCQs also extends to Massive Open Online Courses, where grading and offering feedback to hundreds or thousands of students has been a substantial problem [19, 21, 27, 40]. One might argue, however, that though MCQs have practical value in terms of ease of grading, using them comes at a cost in terms of quality of insight provided. One temptingly sensible argument is "since recognition is easier than recall, MCQs are easier than open-ended questions thus do not exercise the same level of thinking." Another we have heard from instructors is "Open-ended questions exercise students’ critical thinking skills while MCQs don’t." In this paper, we provide both evidence for the prevalence of such beliefs and evidence for questioning these beliefs as they mismatch student performance data. We also present alternatives to the arguments above that provide theoretical reasons for why and when MCQs can provide for equivalent or better learning quality while enhancing prospects for large-scale support for learning by doing.

We situate our study in HCI education, with the goal of improving HCI pedagogy at scale. The rapid growth of the UX profession has led to an increased need for qualified practitioners and a proliferation of UX educational programs [37]. Recently, HCI educators have begun to reflect more on pedagogy and practice [35]. Prior work on HCI pedagogy is often designed to give students exposure to the entire lifespan of a UX project, e.g., through studio-based and project-based learning approaches [18, 26, 34, 37, 51]. These approaches were valuable in providing students with hands-on experiences and opportunities to interact with real users [37]. However,
from our own experiences as HCI educators and prior work [34], some HCI design and research projects can be overly challenging for novice students when they are not fluent with HCI skills yet and need to manage the extra cognitive efforts introduced by interacting with real users and project management. As an example, when students have not mastered how to write interview questions, asking them to conduct interviews with high-stake users may not be the best use of their and the participants' time. In this work, we investigate what are the most efficient ways to equip students with the necessary concepts and skills in HCI research and evaluation, as a first step before engaging students in project or studio-based learning.

We first surveyed HCI instructors to understand their beliefs and considerations when using multiple-choice and open-ended activities in their teaching. Prior work has found that teachers' interpretations and implementations of curricula (e.g., math) are greatly influenced by their knowledge and beliefs about instruction and student learning [8, 9, 31]. Thus it is important to examine the accuracy of instructor beliefs in response to students' actual performance. In a survey with 22 professors from 9 institutions that are teaching HCI research methods courses, participants showed a preference of using open-ended questions in their courses. The surveyed instructors tend to believe that MCQs are less valuable because recognition is easier than recall, and that open-ended questions exercise critical thinking whereas MCQs do not.

We next conducted study 2 in which we compared student performance data with instructor predictions regarding the difficulty of matched multiple-choice and open-ended questions. Student performance data is surprisingly at odds with instructors' beliefs. We designed 18 pairs of matched multiple-choice and open-ended questions on HCI research methods, including the topics of interview question design and think-aloud protocols, which are rated in a recent study [11] by HCI educators and practitioners as "very important" HCI design and empirical methods. A total of 178 students in two college courses answered these questions as a part of their exams. Student performance data contradicted the instructors’ predictions. We found no evidence that open-ended questions were harder as predicted by instructors. At the same time we found substantial evidence that MCQs were not easy. The result supports the hypothesis that in the areas that we investigated, well-designed MCQs are assessing, and exercising during practice, the same difficult skills that are exercised in open-ended questions.

We suggest three general contributions of this work. First, our work indicates that, at least for some domains in HCI, online learning can benefit from the scaling advantages of multiple-choice questions without sacrificing (and perhaps gaining) learning quality. Learning experience (LX) designers may consider, with less guilt, the use of multiple-choice assessment and practice. To determine what subject-matter may have the required characteristics (e.g., evaluative skill is distinctly challenging), LX designers may use our matched assessment comparison technique to identify when MCQs are equally difficult.

Second, our work provides further evidence that instructors have so-called "expert blind spots", revealed through cases where their beliefs and student performance do not match [32, 33]. Instructor beliefs are important because they will influence the design of curriculum and learning experience of students. In both this and a past case [25], we see experts have good reasons for their beliefs, yet data suggests otherwise and a deeper analysis explains why. The instructor reasoning provided and the actual reasoning suggested by student performance data for both cases are displayed in Table 1. More generally, our work suggests that reasoning behind educational decisions can be probed through well-designed, low-effort, experimental comparisons toward more nuanced and accurate reasoning and decision making, and ultimately better design.

Third, our work surfaces a missing knowledge piece in instructional design especially in higher-education. College instructors are experts in their domains, but they are not necessarily experts on pedagogy. In many other domains, design of products to support the workflow of professionals require expertise from both domain experts and interaction designers, e.g., interaction designers design products to support doctors’ decision making [57]. However, instructors are frequently required to take on both roles though their expertise does not prepare them for both. Our work suggests that, consistent with other design practices, to improve quality of learning design in higher-education, establishing roles such as learning designers or learning engineers is desirable.

2 RELATED WORK

In this section, we discuss the debate in prior work about the pros and cons of MCQs and open-ended questions for assessments and practice. Our work contributes to this literature about the potential use and design of MCQs in novel HCI content domains. We discuss prior work that aimed at understanding instructor beliefs in correlation with their instructional actions, which motivated our design of the studies to investigate whether instructor beliefs align with student performance and probe into the reasoning behind instructors’ beliefs. We then discuss prior studies that used matched pairs of questions of different formats to investigate the relative difficulty between them. The methods used in prior work inspired the design and implementation of our study. We review prior work on HCI education and pedagogy and we discuss how our work complements to existing literature in equipping beginner HCI students with HCI research and evaluation skills. We finally review recent technology advances in learning at scale and suggest how the insights we have gained from this study could be integrated with existing technologies, inform the design of new technologies, and facilitate learning at scale in practice.

2.1 Debate Around the Use of Open-ended vs Multiple Choice Questions

Prior work has discussed the use of multiple-choice versus open-ended items in assessments, especially in STEM domains. There has been a debate around whether performance tasks can be cognitively authentic without being strictly hands-on. It is generally assumed that more “authentic” and costly methods of assessment, such as hands-on performance tasks in science, yield more valid estimates of student knowledge than do more efficient methods, such as paper-and-pencil multiple-choice items, although a number of authors (e.g., [38, 42]) suggest that certain assessment and practice activities can be cognitively authentic – that is, can elicit the kinds of cognitive processing characteristic of expertise in a domain – without being contextually authentic [47].
Story problems are harder than matched equations
Open-ended questions are harder than matched MCQs
Because equations are needed to solve the story problem
Because recognition is easier than recall
MCQs are of similar difficulty as open-ended questions
MCQs vs. Open-ended questions
(2004)
Open-ended questions are harder than matched MCQs
Because recognition is easier than recall
The distinctly hard skills that must be learned are evaluative skills required by both multiple-choice and open-ended questions and not the generative skills uniquely demanded by open-ended questions
Table 1: Two example cases where instructor beliefs and student performance do not match because the expert reasoning does not align with the underlying cognitive processes of the students. A deeper analysis suggests what is going on with the students.

Prior studies indicate mixed findings in comparing the relative difficulty of multiple-choice and open-ended questions as assessment items. Funk and Dickson found that students performed better on multiple-choice questions compared to open-ended ones in a college psychology class [17]. Surgue et al. found similar results in 7th and 8th grade physics class [47].

However, other work found competing results showing multiple-choice questions can be equally effective for learning compared to their open-ended counterparts, and even offer some advantages. For example, Smith and Karpicke found that students performed equally well on English reading tasks no matter whether they practiced with multiple-choice, short-answer, or hybrid questions [44]. Similarly, Little et al. found that multiple-choice questions provide a win-win situation compared to open-ended cued-recall tests on English reading tasks [29, 30]. The authors found that both open-ended and cued-recall tests foster retention of previously tested information, but multiple-choice tests also facilitated recall of information pertaining to incorrect alternatives, whereas cued-recall tests did not.

Beyond the reality that the debate around the use of MCQs and open-ended questions has not yet reached consensus, we also see that the studies discussed above have focused on learning objectives that fall into only a subset of categories of learning activities in Bloom’s Taxonomy [5]. In particular, the categories of “Knowledge” and “Comprehension” (e.g., learn psychology concepts, comprehend English paragraphs) in Bloom’s taxonomy have been explored, but questions remain about the remaining categories. Some of the tasks may touch upon “Application” (e.g., apply knowledge about voltage and resistance to solve the current in a circuit). Few studies have explored the merits and drawbacks of MCQs and open-ended questions for assessing and practicing learning objectives that involve “Analysis”, “Synthesis” and “Evaluation.” In this paper, we broaden the empirical foundation available to ground instructional design by investigating learning objectives that involve “Evaluation” of candidate solutions.

2.2 Importance of Instructor Belief
Prior work has found that teachers’ interpretations and implementations of curricula (e.g., math) are greatly influenced by their knowledge and beliefs about instruction and student learning [31]. Thus it is important to examine the accuracy of instructor beliefs in response to students’ actual performance. For example, Nathan and Koedinger asked high school teachers to rank order the relative difficulty of six types of mathematics problems and found that teachers accurately judged students’ performance abilities on some types of problems but systematically misjudged them on others [32]. In another case, Brown and Altadmri [8, 9] found that educators were not good at estimating common student mistakes when learning Java programming. In our investigation of the use of MCQs and open-ended questions, we performed a survey with university instructors to understand their beliefs and specific judgments about the difficulty of matched pairs of multiple-choice and open-ended questions. This is the first work we know of that investigates university instructor beliefs on the use of MCQs versus open-ended questions and compares instructor judgments with student performance.

2.3 Relative Difficulty of Matched Questions
Prior work used matched pairs of assessment questions to investigate the relative difficulty of questions of different formats, which can shed light on whether one format of questions is more valuable for practice and assessment compared to others. For example, Surgue et al. compared the difference between a real hands-on task (e.g., assembling an electric circle) and a written analogue of the task [47]. The study found that mean scores on the hands-on and written analogue tests were very similar, suggesting written analogue tests can be interchangeable as hands-on tasks that require actual manipulation of equipment. Noreen Webb et al. did a similar comparison between matched hands-on and paper-and-pencil tasks and showed consistent results [54]. Koedinger and Nathan designed matched algebraic problems in three formats, story problem, word equation and symbolic equation [25]. They found that symbolic equations are harder than matched story problems and word problems. In our study, we adopted a similar approach to compare the relative difficulty of matched pairs of MCQs and open-ended questions.

2.4 HCI Pedagogy
Recently, researchers and educators around the world have been investing in efforts to cultivate an HCI education community, develop effective HCI curricula, and reflect on and improve HCI pedagogy.
and techniques [1, 2, 6, 10, 12, 16, 34, 37, 41, 45, 48, 50, 51]. Notable directions include identifying important components for instruction and practice [10, 11, 34], developing studio-based learning approaches [18, 26, 51], promoting reflective practices and encouraging students to work with users [37], facilitating multi-disciplinary collaboration [2], implementing targeted pedagogical techniques such as flipped classrooms [12] and giving students video coursework [50]. Most prior work on studio-based and project-based learning approaches aim at providing students with hands-on experiences and opportunities to interact with real users [37]. Students liked the flexibility in these learning experiences and found them to be more experiential than traditional learning methods [37]. On the other hand, prior work has also pointed out difficulties in HCI education faced by students. For example, students need to navigate the complexity in these projects, and students who have less design background may encounter difficulties in getting started on design work, collaborating with others, and project management, etc. [34]

We consider our work to be complementary to existing work on HCI pedagogy with a focus on scalable beginner training. We answer questions such as what are ways to help novice students learn basic HCI research concepts and skills more efficiently, which serves as a preparation before students can meaningfully engage in full-stack UX projects.

2.5 Technologies to Support the Design and Use of Multiple-choice Questions

In this work, we perform the student-facing experiment within an exam context. However, the exam was used to test a specific hypothesis, not to illustrate a suggested context of use. The goal of the study is to infer the potential value of using multiple-choice and open-ended problems as formative learning activities. On the one hand, prior work has explored a variety of question generation techniques to produce high quality multiple-choice questions at scale. Leveraging these existing techniques, the authoring of multiple-choice questions can be made easier. For example, Up-Grade sources student-written open-ended work [52], automatic question generation approaches [3, 28] leverage natural language processing techniques and existing knowledge ontology databases, Peerwise [13] and Concept Inventory [35] produce questions specific to programming education. On the other hand, with prior work in intelligent tutoring systems and conversational agents, we also see promises of providing adaptive and collaborative learning support using multiple-choice questions. For example, multiple-choice questions can be presented to students in an adaptive order leveraging adaptive problem selection techniques such as intelligent tutoring systems [22, 39]. Multiple-choice questions may also be integrated into conversational agents and pedagogical agents that give students practice opportunities as they explore open-ended tasks and as they collaborate in groups [49, 53, 56].

3 STUDY 1: INSTRUCTOR BELIEF SURVEY

In order to understand instructors’ beliefs about using multiple-choice versus open-ended questions in their teaching. We conducted a survey with instructors who are teaching university level HCI research methods courses. The survey is composed of two parts, the first part asks about instructors’ general beliefs on using multiple-choice or open-ended questions in their teaching. The second part asks participants to predict the relative difficulty of pairs of questions. In this section, we only present findings of the first part of the survey.

The questions in part 1 of the survey is shown in Figure 1. Before sending out the survey, we piloted it with two faculty who teach at a top-ranked professional HCI program. We drew on findings from these pilot tests to improve the clarity of the survey. The online survey was deployed using Qualtrics.

3.1 Participants

We obtained a list of university professors who are teaching or have taught HCI research methods from their websites. We added the ACs of the “Learning, Education and Families” subcommittee of CHI 2019 to the list. We sent 110 invitations in total, 22 participants completed the first part of the survey. All 22 responses met our inclusion criteria and were kept for analyses. Specifically, all participants confirmed that they had taught at least one course on this topic before, and rated their expertise in the topic area as expert or knowledgeable. The results below therefore represent perspectives from 22 HCI educators, who were affiliated with 9 institutions in the United States (n=20), Europe (n=1), and Asia (n=1). While this number is still relatively small, we feel that it is representative enough to provide initial insights, especially since we are already seeing similar themes in the open-ended responses to Q2 (suggesting saturation).

3.2 Survey Analysis

We analyzed survey questions with single-selection responses using descriptive statistics (Questions 1, 3, 4, shown in Figure 1). We examined open-ended responses (Question 2, shown in Figure 1) with inductive thematic analysis [7]. The three authors collaboratively analyzed the survey’s open-ended responses and summarized the themes presented below.

3.3 Findings

3.3.1 Descriptive Statistics. All participants indicated that they are experts or knowledgeable in the content domain (HCI research methods) and have taught at least one course on a relevant topic before.

In response to Question 1a “I would pick open-ended rather than multiple-choice because multiple-choice questions and open-ended questions teach different skills,” 50% of the instructors answered “Always” and “Mostly”, and 45% answered “Depends.” In response to Question 1b “I would pick open-ended rather than multiple-choice because open-ended assignments are a way to develop critical thinking, which is not entirely possible via multiple-choice questions.”, 73% of the instructors answered “Always” and “Mostly”, 23% answered “Depends.” In response to Question 3, 60% of the instructors thought students would gain more from doing open-ended practice, and 14% thought students would gain more from multiple-choice practice, the rest thought the two were the same or it depends on the topic. We see that instructors display a preference towards using open-ended questions and believe them to be more valuable in some ways. In response to Question 4, 45% of the instructors considered
1. Please judge the following statements, assuming you are designing an assignment and are considering whether to present a question in an open-ended format or in a multiple-choice format.
I would pick open-ended rather than multiple-choice because:

<table>
<thead>
<tr>
<th>a) Multiple-choice questions and open-ended questions teach different skills</th>
<th>Always</th>
<th>Mostly</th>
<th>Depends</th>
<th>Rarely</th>
<th>Never</th>
</tr>
</thead>
<tbody>
<tr>
<td>b) Open-ended assignments are a way to develop critical thinking, which is not entirely possible via multiple-choice questions</td>
<td>Always</td>
<td>Mostly</td>
<td>Depends</td>
<td>Rarely</td>
<td>Never</td>
</tr>
</tbody>
</table>

2. What are the skills exercised by open-ended problems and multiple-choice problems? Please describe your answer below.

3. For a given learning goal, which type of activities would allow students to gain more if they engage in the activity for the same amount of time? Compare students doing an hour of multiple-choice question practice and an hour of open-ended question practice.

<table>
<thead>
<tr>
<th>Multiple-choice</th>
<th>Open-ended</th>
<th>Same</th>
<th>Others (Please explain)</th>
</tr>
</thead>
</table>

4. For a given learning goal, which type of activities would be easier to design? Compare designing a multiple-choice practice problem and an open-ended practice problem

<table>
<thead>
<tr>
<th>Multiple-choice</th>
<th>Open-ended</th>
<th>Same</th>
<th>Others (Please explain)</th>
</tr>
</thead>
</table>

Figure 1: Survey questions that ask about instructors general belief about using MCQs and open-ended questions in their teaching.

open-ended questions to be easier to design, 23% considered MCQs to be easier to design, and the rest thought they were similar or it depends on situations.

3.3.2 Instructor Reasoning. In the survey, we asked instructors’ views about the skills exercised by multiple-choice and open-ended questions respectively (Q2). Instructors mostly agree that multiple-choice questions test students’ understanding of facts, whereas they gave diverse answers on the skills exercised by open-ended questions. Through a thematic analysis, we summarize three themes of answers as below.

Instructors tend to believe that MCQs mostly exercise recognition, and open-ended questions exercise recall.

“Multiple choice is mostly recognition over recall. They are also only good for questions that have a clear and well-defined answer. They also test knowledge, but not necessarily practice of skills.” – P2

Instructors think open-ended problems help students practice generating new ideas and development arguments, whereas multiple-choice questions help students test understanding of facts.

“Open-ended problems help students practice generating new ideas and developing arguments to support those ideas, which I see as key skills in HCI. Multiple-choice questions help students test their understanding of facts, and perhaps recognize good ideas or designs.” – P12

Instructors consider open-ended tasks to exercise critical thinking whereas multiple-choice do not.

“Open-ended present better opportunities for students to exercise critical thinking and analytical thinking. It allows them to talk about relations and more abstract ideas (depending on the question). Multiple choice cannot do that. While they may encourage students to think, they mostly test students memory, possibly understanding, but rarely beyond that.” – P18

4 PROBING HYPOTHESES ABOUT THE BENEFITS OF OPEN-ENDED TASKS

In Study 1, we saw a preference of using open-ended tasks for teaching HCI-related concepts. Instructors consider open-ended tasks to be more valuable when teaching HCI-related concepts and they offer compelling reasons behind their choices. In this section, we derive alternative hypotheses about the benefits of open-ended tasks based on instructors’ reasoning as displayed in Study 1 and prior work.

4.1 Hypothesis 1: Open-ended Tasks are Better Because They Exercise Extra Thinking Elements

As we observed in Study 1, instructors prefer to use open-ended tasks because they tend to think open-ended problems exercise critical thinking, idea generation and development and recall of information that multiple-choice questions do not exercise. These lines of reasoning suggest that open-ended tasks exercise extra thinking elements compared to multiple-choice tasks. The extra thinking elements could be recall of information, generation, or critical thinking, as shown in Figure 2.
Instructor reasoning on the skills exercised by open-ended and multiple-choice tasks

<table>
<thead>
<tr>
<th>Hypothesized thinking elements involved</th>
</tr>
</thead>
<tbody>
<tr>
<td>OE-Recall</td>
</tr>
<tr>
<td>MC-Recognition</td>
</tr>
</tbody>
</table>

“Multiple choice is mostly recognition over recall. They are also only good for questions that have a clear and well-defined answer. They also test knowledge, but not necessarily practice of skills.”

| OE-Generation                           |
| MC-Recognition/Understanding            |

“Open-ended problems help students practice generating new ideas and developing arguments to support those ideas, which I see as key skills in HCI. Multiple-choice questions help students test their understanding of facts, and perhaps recognize good ideas or designs.”

| OE-Critical thinking                    |
| MC-Recognition/Understanding            |

“Open ended present better opportunities for students to exercise critical thinking and analytical thinking. Multiple choice cannot do that. While they may encourage students to think, they mostly test students memory, possibly understanding, but rarely beyond that.”

Figure 2: Instructors have different hypotheses about the thinking elements involved when answering multiple-choice and open-ended tasks, e.g., recognition vs. recall (Quote 1), recognition vs. critical thinking (Quote 3). All three cases suggest that instructors hypothesize there is a difference in the thinking elements involved when students attempt at these tasks, and they hypothesize open-ended tasks to involve more thinking elements.

4.2 Hypothesis 2: Open-ended and Multiple-choice Tasks Exercise Similar Thinking Elements

Prior work has shown that in some domains multiple-choice-type tasks can be as valuable for learning as open-ended tasks. For example, Yannier et al. [58] shows that evaluating “which towers would likely to fall” can be more effective in teaching kids physics principles around gravity and balance compared to having kids continuously build towers with LEGO. Wang et al. [52] shows that evaluating candidate solutions is equally effective in teaching college students how to design good survey questions compared to having students practice through generating survey questions. Ericson et al. [15] shows that when teaching programming, having students solve Parsons problems, i.e., evaluating the correctness and ordering of code snippets is equally effective for learning compared to having them write the equivalent code.

This line of work is motivating an alternative to Hypothesis 1 suggesting that multiple-choice tasks may be exercising similar thinking elements as open-ended tasks in some cases, which makes them equally beneficial for learning.

4.3 Using Difficulty of Matched Pairs of Questions to Test Hypotheses 1 and 2

We have derived two competing hypotheses around the relative thinking elements required in answering multiple-choice and open-ended questions. To test the hypotheses, we employed a method using difficulty of matched pairs of questions.

If Hypothesis 1 is true, it suggests that open-ended tasks exercise extra thinking elements that is eliminated in multiple-choice tasks. If the extra thinking elements are not mastered by novices, that will show up in open-ended tasks, but not in multiple-choice tasks. If we give students matched pairs of open-ended and multiple-choice tasks, the result for performance on these questions would be that the students get the multiple-choice right, even when they are missing the extra skills, but they will not get the open-ended right.

On the other hand, if Hypothesis 2 is true, which suggests that open-ended and multiple-choice tasks may exercise similar thinking elements. The result for performance on these questions would be that students get both versions of questions right or wrong at the same time, since the thinking elements required are similar.
Following this line of reasoning, giving students matched pairs of multiple-choice and open-ended questions and examining their performance on them will help us find out which hypothesis (1 or 2) is true.

5 STUDY 2: STUDENT PERFORMANCE ON MATCHED PAIRS OF QUESTIONS

We then conducted Study 2. There are two research goals in Study 2. First, we collect student responses on matched pairs of multiple-choice and open-ended questions to test the competing hypotheses above. Second, we compare student performance data with instructor prediction. Collecting student responses to matched pairs of questions helps us uncover the thinking elements required when answering these questions, which is evidence for instructors to make instructional decisions in their teaching. Checking the alignment between student responses and instructor prediction is also important, especially when they do not align, because instructors’ beliefs greatly influence their implementations of curricula and student learning.

Study 2 was conducted within an exam context. However, the exam was used to test the above competing hypotheses, not to illustrate a suggested context of use. Collecting the data in a summative setting allowed us to better focus on the thinking elements of the two problem types and reduce confounding factors. e.g., students are less tempted to guess in a summative setting, and there is a lower attrition rate. With this understanding, we will further infer the potential value of using multiple-choice and open-ended questions as formative learning activities.

5.1 Study Context

We did Study 2 in two introductory HCI classes at an R1 institution in the United States. Both HCI classes cover a range of HCI empirical research methods. Based on the Churchil et al. (2016) [11] study, we selected 4 topics that are rated as “very important” and “important” components in HCI education, including conducting heuristic evaluation (usability inspection method that helps designers to identify usability problems in the user interface design and propose redesign features to address the problems), designing interview questions, interpreting notes from contextual inquiry interviews, and performing think-aloud studies.

5.2 Design of Matched Pairs of Questions

We designed 18 pairs of multiple-choice and open-ended questions in collaboration with the course instructors. Each pair of questions has the same question stem, the only difference is that the multiple-choice version offers options for students to choose from. The options in the multiple-choice version are designed using past students’ mistakes. Example pairs of multiple-choice and open-ended questions used are shown in Figure 3. Multiple-choice questions use a different verb from the matched open-ended questions, e.g., suggest (for open-ended) versus select (for multiple-choice), and have 3 to 5 options for students to choose from, as shown in italics.

5.3 Study Design and Implementation

We performed an experiment in two separate classes to examine the relative difficulty between matched multiple-choice and open-ended questions. The two courses are both offered at a top-ranked professional Human-Computer Interaction (HCI) program in an R1 institution. Both courses cover HCI research methods, such as conducting interviews, and performing think-aloud protocols. We refer to the two courses as UX1 and UX2 for the rest of the paper.

Among the 18 pairs of questions, 4 pairs were used in UX1’s mid-term exam, and 14 pairs were used in UX2’s final exam. Taking UX1 as an example, with 4 pairs there are 8 question items in total. The 8 questions items are distributed into 2 exam forms. Form A contains Q1(MC)-Q2(OE)-Q3(OE)-Q4(MC), and Form B contains Q1(OE)-Q2(MC)-Q3(MC)-Q4(OE). In the design, we made sure Q1 and Q3 are testing the same knowledge component [23], while Q2 and Q4 are testing the same knowledge component. In this case, every student experienced both question formats for a given knowledge component. The two exams forms were randomly distributed among 103 students on exam day. For UX2, similar to UX1, two exam forms were created based on the 28 question items. We also made sure there were at least 2 questions on the same knowledge component, so that each student got to experience both question formats. The two exam forms were randomly distributed among 75 students on the exam day.

5.4 Answer Grading and Dataset

103 students from UX1 participated in the study. 49 of them did exam form A and 54 did exam form B. 75 students from UX2 participated in the study. 38 of them did exam form A and 37 did exam form B. Exams were graded as normal. One researcher and the course instructor collaboratively graded the exam answers. For multiple-choice questions, there is one correct answer, 1 being correct and 0 being incorrect. For open-ended questions, we used a strict grading criteria. The correct answer has to be the same or a close rephrase of the correct answer intended for the multiple-choice question, with 1 being correct and 0 being incorrect. 0.5 point were occasionally given (32 out of 1406 cases, 2%) to answers that addressed the intended problem but displayed additional errors. For example, consider a question asking students to revise an interview question that has the problem of asking secondhand information, if the student answer addressed this issue but displayed other errors, such as the new question is a leading question, this response is given 0.5 point. In UX1, 2 questions ask students to identify a heuristic violation of an interface, and the other 2 questions ask students to redesign the interface based on the problems. The answer of the latter question depends on their answer of the former question. To make the comparison fair, for the latter 2 questions, we only included students who answered the former question correctly in the dataset (regardless of question format).

For modeling and interpretation purposes, we removed the 32 entries with a score of 0.5. This results in a dataset of 1374 observations by 178 students. Each observation is a student response to a question. It has features including student ID, question ID, question format (multiple-choice or open-ended), and score (0 or 1). In the following section we present findings on this dataset. Here is a side note that, following this analysis, we did a second analysis treating
5.5 Findings: Multiple-choice Questions Do Not Avoid the Hard Part

We built a mixed-effect logistic regression model, with question score (0 or 1) as the dependent variable, and question format (multiple-choice or open-ended) as the fixed effect. Considering different students may have different abilities in the course, we included a random intercept for each student. Considering different questions may be of different difficulty and the relative difficulty between the two questions formats might differ for different questions, we included a random slope and a random intercept for each of the question in the model. We used the lme4 R package [4] to build the model, and the formula is shown below:

\[
\text{score} = \text{question\_form} + (1|\text{student\_id}) + (1 + \text{question\_form}|\text{question\_id})
\]

We found that the fixed factor question format does not have an effect on the question score \((z = 0.352, p = 0.725)\). The fixed effect coefficient has an estimate of mean of 0.077, and a 95% confidence interval of \([-0.352, 0.506]\). The random effects show that the student intercept parameter has a variance of 0.287, the question intercept parameter has a variance of 0.606, and the question slope parameter has a variance of 0.277. We take a further look at the random slope coefficient for each question to see whether question format impacts different questions differently.

For a given question \(j\), and for one student \(i\), the above formula looks like (2), where \(\beta\) is the fixed effect coefficient, \(\beta_j\) is the random
slope for question $j$, $\alpha$ is the fixed intercept, and $\alpha_j$ and $\alpha_i$ are random intercepts at question and student levels.

$$logit(score) = (\beta + \beta_j) \times question\_form + \alpha + \alpha_j + \alpha_i \hspace{1em} (2)$$

When inspecting the effect of question format for each individual question, we can check whether $\beta + \beta_j$ is in the 95% confidence interval of the fixed effect parameter $\beta$. If not, that would suggest the effect of question format for that question differs from zero. Among the 18 questions, 4 questions have $\beta + \beta_j$ that exceeds the confidence interval of $[-0.352, 0.506]$. The $\beta_j$ for these questions are 0.482, 0.499, 0.612 and 0.708 respectively. All four questions show the trend that the open-ended format of this question received higher scores than the multiple-choice format on average. For the rest of the 14 questions, adding the random coefficient to the fixed effect coefficient does not make it different from zero, suggesting both formats of the questions are of similar difficulty. From this experiment, we do not observe a difference in the relative difficulty between matched pairs of multiple-choice and open-ended questions. In some cases, the trend shows that multiple-choice questions could be harder for students to answer compared to matched open-ended ones, for example Q1, 2, 3 as shown in Figure 3 and Table 2.

6 STUDY 2: DO STUDENT PERFORMANCE AND INSTRUCTOR PREDICTIONS ALIGN?

6.1 Instructor Prediction Survey

As we have mentioned earlier, the instructor survey we sent out in Study 1 is composed of two parts. In part 1, we included questions asking about instructors’ general beliefs about using multiple-choice and open-ended questions. In part 2, the survey asks instructors to predict the relative difficulty of 10 pairs of multiple-choice and open-ended questions. The 10 pairs were randomly selected from the 18 pairs we used in the classroom experiments and we made sure the 10 pairs cover all 4 topics, namely heuristic evaluation, design inquiry interviews, and performing think-aloud studies.

The reason for not using the whole set of 18 pairs is mainly time constraint. When we piloted the survey with two HCI faculty, it takes more than 30 minutes to complete. Since many of the pairs of questions are about the same knowledge and skills (e.g., survey question design), we think the 10 pairs are representative of the whole set used in the classroom experiments. The final 10 pairs used in the survey is shown in Figure 3. For each pair, we display both questions and ask the instructor to predict which one would be harder. Each question reads “Which of the above two problems do you think is harder? (Hard here means you think the students are less likely to get it correct.),” followed by options of “a is harder than b”, “b is harder than a”, and “a and b are of the same difficulty.”

At the end of part 2, we inserted an open-ended question asking participants to reflect on their process of rating the difficulty of the matched pairs. The question reads: “Reflecting on your decision making process for the above 10 questions. What criteria did you use to decide which problem is harder? Did you see yourself following a trend? E.g., selecting one type (multiple-choice or open-ended) over the other for most questions? Why? Were there exceptions to the trend? Why did you choose the other type in those cases?”

6.2 Participants

A subset of participants in Study 1 participated in part 2 of the survey. Among the 22 participants, 18 completed part 2. The 18 participants were affiliated with 9 institutions in the United States (n=16), Europe (n=1), and Asia (n=1). All participants rated themselves as “Expert” or “Knowledgeable” on the subject area and have taught at least 1 HCI research and evaluation methods courses before.

6.3 Findings: Instructor Prediction and Student Performance Data Do not Align

In response to the 10 questions on which of the two problems they think is harder, for 66% of the time, instructors answered that the open-ended question is harder than the multiple-choice question; 18% of the time, they answered that the multiple-choice question is harder than the open-ended question; For 16% of the time, they thought multiple-choice and the open-ended question are of the same difficulty.

We compared instructor prediction of the relative difficulty of matched multiple-choice and open-ended questions with student performance data for each of the 10 pairs. Table 2 ranks the 10 pairs of questions by the odds ratio computed from the mixed-effect logistic regression model as $exp(\beta + \beta_j)$ in Equation (2). The odds ratio shows to what extent the multiple-choice format of the question is harder than the open-ended format. The bigger the number, the harder the multiple-choice version of the question is. The column Instructor Harder shows a metric we used to measure to what extent instructors think multiple-choice format is harder than the open-ended format. For each pair, if the instructor selects MC to be harder, they get a score of 1; if they select MC and OE are of the same difficulty, they get a score of 0.5; otherwise they get

<table>
<thead>
<tr>
<th>ID</th>
<th>OE Score</th>
<th>MC Score</th>
<th>Odds Ratio (OE/MC)</th>
<th>Student Data Harder</th>
<th>Instructor Harder 1-MC 0-OE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.94</td>
<td>0.7</td>
<td>2.19</td>
<td>MC</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>0.81</td>
<td>1.99</td>
<td>MC</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>0.97</td>
<td>0.84</td>
<td>1.78</td>
<td>Same</td>
<td>0.46</td>
</tr>
<tr>
<td>4</td>
<td>0.78</td>
<td>0.71</td>
<td>1.37</td>
<td>Same</td>
<td>0.42</td>
</tr>
<tr>
<td>5</td>
<td>0.71</td>
<td>0.7</td>
<td>1.14</td>
<td>Same</td>
<td>0.21</td>
</tr>
<tr>
<td>6</td>
<td>0.82</td>
<td>0.83</td>
<td>1.07</td>
<td>Same</td>
<td>0.25</td>
</tr>
<tr>
<td>7</td>
<td>0.69</td>
<td>0.7</td>
<td>1.07</td>
<td>Same</td>
<td>0.17</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>1.06</td>
<td>0.94</td>
<td>Same</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>0.92</td>
<td>0.95</td>
<td>1.04</td>
<td>Same</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>0.92</td>
<td>0.97</td>
<td>0.94</td>
<td>Same</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 2: Ranks the 10 pairs of questions by the odds ratio computed from the logistic regression model. Higher odds ratio suggests harder multiple-choice format of the question. Instructor score suggests to which extent instructors predicted the multiple-choice format of the question was harder than the open-ended question.
Table 3: This table shows the low alignment between student performance data and instructor prediction data. The number indicates the frequency of instructors (or students) predicting one format of the question to be harder or that the two format are of the same difficulty. The greyed area indicates when instructor prediction and student performance align.

<table>
<thead>
<tr>
<th>Instructor</th>
<th>Student</th>
<th>MC</th>
<th>Same</th>
<th>OE</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>14</td>
<td>19</td>
<td>0</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Same</td>
<td>9</td>
<td>19</td>
<td>0</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>OE</td>
<td>31</td>
<td>88</td>
<td>0</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>126</td>
<td>0</td>
<td>180</td>
<td></td>
</tr>
</tbody>
</table>

I tended to rate them as similar difficulty or the open-ended easier. Yes, mostly I think open ended questions are harder than multiple choice questions because the search space for a good answer is larger. The multiple choice question restricts what one can think about.” – P5

Instructors also disclosed reasons why they thought multiple-choice questions to be harder or equally hard as open-ended questions, including “when the distractors are difficult”, “when multiple-choice do not provide scaffolds”, “when multiple-choice also require explanation of concepts”, “when multiple-choice ask them to pick the best from several plausible answers”.

“The criteria I used to decide which problem was harder was to put myself in the shoes of a novice student of the subject. Many times the multiple choice questions restricted potential answers that could be equally plausible, particularly with the earlier questions. I was more biased toward multiple choice questions being harder for students, except when it came to the heuristic evaluation questions. This may have been because the multiple choice questions appeared to provide better scaffolds for the heuristic evaluation than the other scenarios, which were more open ended.” – P19

“There is the occasional exception to my trend of always selecting-open-ended-as-harder. In some cases, when the multiple choice options do not contain a very clear correct answer, multiple choice can be trickier. Many of these questions are subjective, and there might be multiple ways to improve an example. Picking from a group of options that are similarly important can make the multiple choice question trickier in some cases.” – P15

“Also I rated any question where the prompt hinged on "most salient" as equally hard because that aspect of the question (rather than the format) would drive my perception of its difficulty.” – P3

In addition, a few participants also raised concerns around how grading is done. For example, “Without providing a rubric for the open-ended items it was hard to tell how they would be scored and thus judge how likely a student would be to get them correct.” – “it depends on how lenient I thought the grading would be on the open-ended questions (i.e., was there one right answer that was hard to recall, or many possibly solutions that students could suggest)”. We will discuss instructors’ decision making criteria and reasoning in the next section.

7 DISCUSSION

7.1 A Closer Look at Student Responses

The classroom experiments suggest that students get similar performance in matched pairs of multiple-choice and open-ended questions. We took a closer look at student responses to these questions. In Figure 4, we show several example student answers in response to Q1 (Figure 3), including correct and incorrect answers for both question formats. Some exam papers suggest that students are evaluating and comparing options when they work on questions (S2 in Figure 4). Often times, the wrong answer students give in
The results we have seen in the classroom experiments reject hypothesis formats (MC and OE). In Figure 3, including correct and incorrect answers for both Figure 4: Example student answers in response to Question 1.

Here is a possible explanation for why multiple-choice and open-ended formats are of similar difficulty. The distractors in the MC are based on the common mistakes students have made in the past, i.e., students mistakes resemble distractors in MC, so that the options in MC offer a plausible and not easy search space for students (seen from P5 reasoning). Furthermore, among 4 of the 18 pairs of questions, the multiple-choice version of the question is slightly harder than the matched open-ended version. A possible explanation for this using Q1 (in Figure 3) as an example is that the wrong option B introduces a new error which students would not consider when answering the open-ended question, making it a difficult competitive distractor (seen from P3, P15, P19 reasoning).

### 7.2 Thinking Elements Required when Answering MC and OE Questions

The results we have seen in the classroom experiments reject Hypothesis 1 and support Hypothesis 2, suggesting that the critical thinking elements required when answering matched well-designed multiple-choice and open-ended questions are learning to evaluate proposed solutions in terms of the deep features that differentiate their correctness. In this section, we delve deeper into the thinking elements required when answering MC and OE questions.

Using Q1 (Figure 3) as an example, when answering the open-ended question, the possible thinking elements required include (i) generating candidate solutions and (ii) evaluating whether the candidate solution is good or not; when answering the multiple-choice question, the possible thinking elements required is solely (ii) evaluating whether the candidate solution is good or not. Our results on student performance data suggest that the thinking elements required in (i) generating candidate solutions is insignificant because students displayed similar performance on matched multiple-choice and open-ended questions. Using Q1 as an example, this suggests that when learning to write interview questions, the challenging part is not to come up with an interview question in the first place, but the real challenge lies in evaluating whether a candidate interview question is good or not, i.e., whether it is leading, asking a yes/no question, asking secondhand information, etc. In addition to designing interview questions, we have found several other HCI knowledge components where the generation efforts required are insignificant.

The practical implication for this research is to encourage instructors to examine and gauge the relative generation and evaluation efforts required in problem-solving before giving students open-ended tasks with an emphasis on generation new content. For topics that require a significant amount of evaluation efforts, evaluation-type exercises such as multiple-choice questions can be efficient for student learning since they exercises the critical thinking elements such as evaluating the quality of candidate solutions. From a practical standpoint, evaluation-type exercises such as multiple-choice questions are much easier to scale, offer real time feedback and can enable repeated practice in varying contexts for students.

### 7.3 Implication for HCI Education and Practice

We consider our work as complementary to the existing research on HCI education and pedagogy. To make it clear, we do not think students can become good UX designers or researchers with multiple-choice practice only. We value studio-based and project-based learning and also in the literature on other topics [30]. As HCI educators ourselves, we surface an issue in HCI education that emphasizes content generation and project-based learning even when students are not ready. As examples, we hear frequent comments from instructors such as “Students are asked to design a survey when they didn’t actually know how to design a survey. Many assignments turned in were in very bad shape and I had to tell the students to go back and redo it.” Similar challenges have been reported in recent work such as [34]. At the same time, we have also surfaced a negative sentiment towards the use of multiple-choice questions, as shown in our survey on HCI education and also in the literature on other topics [30]. Although it is generally believed that multiple-choice questions target lower Bloom goals [5] such as “Remembering” and “Understanding”, we see in our cases, multiple-choice questions target higher Bloom goals, such as “Evaluation.” The multiple-choice questions used in our experiments encourage students to compare and evaluate the candidate solutions and decide on better solutions to specific problem scenarios, which does not assume one definite fact answer to the questions. Our work suggests that giving students opportunities to learn and practice HCI skills through evaluation-type activities would be valuable before engaging students with complex project-based learning. The practical benefits are that the evaluation-type activities, such as multiple-choice questions are much easier to
scale, offer real time feedback and can enable repeated practice in varying contexts for students.

We also need to note and clarify here that the HCI topics we tested in our experiments are all frequently used techniques (interviews, think-aloud, heuristic evaluation, etc) which are better defined than some other HCI techniques. For example, there is a general agreement among HCI researchers on what are considered as good interview questions and what are good think-aloud protocols. For techniques that are less well-defined, we consider such evaluation-type exercises, i.e., which would be a better candidate solution can help define and improve the curricula on those topics.

7.4 Expert Blindspot and Instructional Design

In the instructor survey, many instructors revealed that they made the judgments based on the assumption that recognition is easier than recall, which makes the multiple-choice questions easier than their open-ended counterparts. After we showed instructors multiple-choice questions that could target higher Bloom goals, one instructor commented that they didn’t like to use multiple-choice questions because “the ones I write are bad, and I haven’t mastered how to write good ones.” This might be a reason that reinforces the negative sentiment towards using multiple-choice questions for learning.

Other instructors had made judgements based on the reasoning that open-ended questions exercise critical thinking and multiple-choice ones do not. Our analysis shows that the thinking elements required in answering these questions may not align with instructors’ hypothesis and prediction. Some instructors mentioned that they made the judgments based on how hard they thought the distractors were. When distractors seemed trickier or there were multiple options that could be correct, they thought the multiple-choice question could be harder. Although it was true that competitive distractors could make a multiple-choice question harder, it appeared that instructors were not very effective in identifying which questions had competitive distractors. For example, Q1 in Figure 3 has the highest odds ratio among all questions and the distractors are very competitive. However, 75% of the instructors thought the open-ended version would be harder. We consider the above as reasons for the expert blind spots we have observed when experts are predicting the knowledge gaps of novices when learning HCI.

As HCI educators ourselves, we share these blind spots with many of our participants. The message here is constructive rather than critical. To combat expert blind spots, our work suggests that reasoning behind educational decisions can be probed through well-designed, low-effort, experimental comparisons toward more nuanced and accurate reasoning and decision making, and ultimately better design.

This work also offers suggestions to establish the profession of Learning Experience (LX) designers to develop curriculum in higher education. In many other domains, design of products to support the workflow of professionals require expertise from both domain experts and interaction designers, e.g., interaction designers design products to support doctors’ decision making [57]. However, instructors are frequently required to take on both roles though their expertise does not prepare them for both. Our work suggests that, consistent with other design practices, to improve quality of learning design in higher-education, establishing roles such as learning designers or learning engineers is desirable. We demonstrate well-designed, low-effort, experimental comparison techniques that would allow LX designers to discover and employ empirically-rooted instructional and assessment methods. When designing learning experience, LX designers need to focus more on the underlying cognitive processes being measured instead of the format or surface features of the tasks [46]. When faced with the choice of using either MCQs or open-ended questions, it is important for LX designers to consider the nature of the learning objectives, i.e., the relative difficulty of the generation and evaluation processes involved. For content domains where evaluating candidate solutions could be challenging and worthwhile, such as the domains we have tested, there is more promise and benefit of using MCQs for scalable and high quality instruction and assessment.

7.5 Online Learning for Scale and Quality

In this work, we investigate the relative benefits of multiple-choice and open-ended questions, situated in HCI research methods. We indicate more promise than concern in using MCQs for scalable instruction and assessment in at least some HCI domains. With the recent development of learning technologies, we envision the appropriate use of high quality multiple-choice questions that target higher Bloom goals could help us achieve scale without sacrificing learning quality in some domains. Prior work has shown that high quality multiple-choice questions can be semi-automatically produced using a learnersourcing approach [52]. With recent advances in AI-based automatic question generation techniques, such content creation process can be further scaled and expedited. In addition, multiple-choice questions can be presented to students in an adaptive order leveraging adaptive problem selection techniques such as intelligent tutoring systems [22, 39]. Furthermore, multiple-choice questions may be integrated into conversational agents and pedagogical agents that give students practice opportunities as they explore an open-ended task [49, 53, 56].

This work offers theoretical understanding and empirical evidence on when, why, and how multiple-choice questions can be of high quality, i.e., exercising critical thinking elements instead of exercising purely recognition. This contributes to the HCI and learning technology design community in employing multiple-choice questions in learning systems, and developing techniques to produce high quality evaluation-type exercises that could achieve quality learning at scale.

8 CONCLUSION

First, this paper indicates more promise than concern in using MCQs for scalable instruction and assessment, with the goal of providing high quality education to more and more learners through online or physical programs. We demonstrate a experimental comparison technique that can be employed to compare alternative instructional and assessment methods, with the goal of designing learning experience that are both scalable and high quality. Second, this paper provides further evidence that expert blind spots exist, we observe that instructor intuition and reasoning sometimes do not match those of student performance. When considering
learning experience design, a deeper analysis of the underlying cognitive processes students would engage in is desired. Finally, faculties often need to act as both domain experts and LX designers in many higher-education contexts, with limited time, resources and preparation for the dual roles. We recommend to establish the profession of Learning Experience (LX) designers, whose work can support the instructional design and development in higher education, and also contribute to the broader HCI interaction design practices.
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