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moral values rather than explicitly biased language to subtly affect readers (Scheufele, 1999; Haidt 

and Graham, 2007; Haidt et al., 2009; Lakoff, 2010; Feinberg and Willer, 2015).

Moral Foundation Theory (MFT): there is an innate psychological systems at the core of our 

“intuitive ethics”. MFT posits five moral foundations, each containing two polarities of virtue and vice.
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• Extract participants (agent & patient) 

• Infer embodied moralities

• Determine event status 
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Stories count: 158

Articles count: 474

Moral Events count 5,494

Outlets coverage: 63 (26 Left, 18 Center, 9 Right)

Distinct entities count: 1,952 (E.g., Americans, Donald Trump)

Time range: 2012 – 2022

Quality: Each article annotated by 2+ people;

krippendorff’s α > 0.9 for all attributes

● Balanced view

● Diverse

● Large

● High quality

● FIRST dataset 

annotating

moral events 
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Dataset: MORAL EVENTS
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Model

5

Our MOKA first retrieves K moral 

scenario pairs for the input 

passage. We then tag the moral 

knowledge-enriched input by 

identifying moral mentions. 

These mentions trigger Moral 

Lexicon Memory access to 

integrate moral word knowledge. 

Lastly, the dual knowledge-

augmented representation is 

decoded to produce task-specific

outputs.
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ChatGPT is significantly lagging due to insufficient moral knowledge seen in training. 

Knowledge augmentation is essential for NLP models to excel at moral event extraction. 

Our dual-knowledge augmented MOKA leads to the best performance across all tasks.
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Further Analyses
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RQ1: how do media of different ideologies 

focus on different moralities?  

RQ2:  how does selective reporting of moral narratives 

reveals more subtle and asymmetrical forms of bias?



MOKA Conclusion

● We define a new structured schema for a moral event, rooted in a 

well-regarded psychosocial theory: Moral Foundation Theory.

● We present and investigate a novel task: Moral Event Extraction.

● To support this study, we curate a large dataset, MORAL EVENTS, with 

5k+ fine-grained structural event annotations.

● We propose MOKA, a moral event extraction framework with MOral

Knowledge Augmentation, leveraging knowledge derived from moral 

words and moral scenarios to comprehend morally-laden events.

● Further analyses of moral event reporting reveal the left-right 

asymmetries and the distinctive behavior of centrist media. 8
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Codebase and dataset are available at 

https://github.com/launchnlp/MOKA.
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