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Inherent annotation disagreements
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Problematic to ignore such disagreement!

Hate speech Detection

aggregating labels → ignores the under-represented groups

Humor and Sentiment

highly subjective

Natural Language Inference (NLI)

Previous studies showed the inherent annotation disagreements

Instead, Let models learn from data that has inherent disagreement!

Factors that cause annotation disagreements

Categories do exist, but the boundaries are 

“squish”.

— Yejin Choi (University of 

Washington)

Babara Plank’s survey: 

● Differences in interpretation

● Certain preferences

● Difficult cases or multiple plausible answers

Is the dress white and gold or black and  blue?

Qualia

Our Approach (Continued)

Two representations:

● Annotator Embedding (EA): represent each annotator

● Annotation Embeddings (EL): aggregate annotators’ annotations on other examples

Two weights:

balance the effects of text and the embeddings

Our Approach

Annotator-based predictions

Grounded to real-world demographic features
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