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Related work on COVID-19 datasets
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CORD-19 (Wang et al., 2020)
CODA-19 (Huang et al., 2020)
COVID-Q (Wei et al., 2020)
Weibo-Cov (Hu et al., 2020)
COVID Twitter dataset

(Chen at al., 2020)
COVID-19 FAQ datasets

(Sun and Sedoc, 2020)
(Poliak et al., 2020)

…
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COUGH (Dataset Comparison) 
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Comparison of COUGH with representative counterparts. 

*: Extracted from existing resources (e.g., COVID-19 Twitter dataset (Chen et al., 2020)). 

**: Not Applicable, either not in English or not publicly available.
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Varying Query Forms
• Question form

• Interrogative 
• Usually related to general information about the virus. 

• Query String form
• Declarative 
• Search for more specific instructions concerning 

COVID-19 (e.g., healthy diet during pandemic).
• Forum form

• Scrapped from medical forums.

Answer Nature
• Lengthy

• FAQ-Answer length: 113.58
• Longer than those in prior datasets.

• Noisy
• Contain contents not directly pertinent to query.
• E.x. Answer to the query “What is novel coronavirus" 

contains extra information about comparisons with 
other viruses.

• Manifest difficulties of FAQ retrieval in real scenarios.

Large-scale Relevance Annotation
• 32.17 annotated FAQs per query.

• Existing FAQ datasets overlooked annotation scale.
• Reduce the chance of missing true positive tuples.

• Each <Query, FAQ item> tuple annotated by ≥3 people.
• Reduce the variance and bias in annotation.

• Annotation done on a Likert scale.
• Matched (4), Useful (3), Useless (2) and Non-relevant (1)

Multilinguality
• 6768 Non-English FAQs

• Varying Query Forms
• Question (3396)
• Query String (3372)

• 18 non-English languages
Spanish, Chinese, French,
Japanese, Arabic, German,
Russian, Korean ……
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Evaluation results on COUGH (average of 5 runs). 



Observations

• Q-q mode consistently performs better than Q-a mode.

• Utilizing the cross-encoder for re-ranking can yield better results.

• Fine-tuning under the Q-a mode can improve the performance.

• Removing fine-tuned BERT (Q-a) from CombSum hurts the performance.
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Qualitative Analysis
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Observation: Fine-tuning under the Q-q mode using synthetic data 
hurt the performance. Biased towards responses 

with similar texts.

Fails pragmatic reasoning: 
“limited ability” => 
“results are not accurate 
for diagnosing COVID-19”.

Case analyses with fine-tuned BERT (Q-q). Human annotations are inside [].



Wrap-up

• We introduce COUGH, a large challenging dataset for COVID-19 FAQ 
retrieval.

• COUGH features varying query forms, long and noisy answers, and 
multilinguality, as well as serving as a better evaluation benchmark because 
of high-quality larger-scale relevance annotations.

• Our comprehensive experiments expose limitations of current FAQ retrieval 
models.
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Dataset is available at:

https://github.com/sunlab-osu/covid-faq

Contact: xlfzhang@umich.edu/zhang.9975@osu.edu, sun.397@osu.edu 

https://github.com/sunlab-osu/covid-faq
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