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Question Answering
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AUTOMATIC QUESTION ANSWERING

What is the risk of my child becoming 
sick with COVID-19?

What is the main cause of HIV-1 
infection in children?

What is COVID-19?



Clinical Reading Comprehension (CliniRC)
Automatically answer a user (e.g., doctor/clinician/researcher) question for a 

specific patient based on the patient clinical note.

Q: Has the patient

complained of any CAD

symptoms?

...HISTORY OF PRESENT ILLNESS: This is a 70-year-old 

female who comes in with substernal chest pressure. She 

denied any fever, chills, URI symptoms, cough, change in 

bowel movements. The patient did complain of some 

bilateral foot edema 1-2 weeks prior to admission. 

Read Question

A: 70-year-old female who comes in with

substernal chest pressure.

Extract Text Span (as 

answer evidence)

QA model

3



Generalization Issue
● A fully-trained QA model should generalize to a new environment

Hospital 
A

E.g., 

The model struggles to 
generalize to new questions 
and new contexts.

40%

“Clinical Reading Comprehension: A Thorough Analysis of the emrQA Dataset”, Xiang Yue, Bernal Jimenez Gutierrez and Huan Sun, ACL 2020
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Crowdsourcing? Full Human Annotations?

● Considerable medical expertise

● Data handling must be specifically designed

● Ethical issues

● Privacy concerns

● Time-consuming 

● Costly

● ...

Highly Impractical!
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Question Generation for Question Answering (QA)
One issue we observe in our 

preliminary experiment:

The generated questions are 

less diverse, which are less 

useful for improving QA
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Our solution: Diverse Question Generation for QA
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Step 1: Diverse question phrase generation via our QPP module

QPP module



Our solution: Diverse Question Generation for QA
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Step 2: QG model completes the rest of the question



Our solution: Diverse Question Generation for QA
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Step 3: Generated QA pairs are used to further train QA model



Our solution: Diverse Question Generation for QA
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QG and QPP are trained on the source domain data



Datasets
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Source domain data: emrQA [Pampari+ 2018]

Pampari, A., Raghavan, P., Liang, J., & Peng, J. (2018). emrqa: A large corpus for question answering on electronic medical records. EMNLP 2018



Datasets
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Target domain Test data: We ask clinical experts to annotate 1,287 QA 

pairs on MIMIC-III clinical texts for testing purpose.

● Human-Generated (HG) (312 QA pairs): Questions created by human 

experts.

● Human-Verified (HV) (975 QA pairs): Questions automatically 

generated by 3 base QG models and their variants used in this work, 

which are further verified by experts to ensure the correctness.



QA Results on New Documents

13



QA Results on New Documents
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QA Results on New Documents
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Our diverse QG (QG+QPP) method: 

1) 5% absolute improvement over 

source training

2) 1%-2% absolute gain over other 

diverse generation strategies

QG baseline: NQG++
QA baseline: DocReader

Dataset: Human-Generated (HG) Set



Why QG Boosts QA on New Documents?
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Diverse Questions Matter!



Why QG Boosts QA on New Documents?
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Diverse Questions Matter!



Summary
● Generating diverse QA pairs on the target contexts

○ QPP module plays an important role in generating diverse questions

○ Diverse synthetic data improves clinical QA performance on the target 

clinical documents

● Future Work

○ Test our method on more target datasets

○ Explore more advanced QG methods
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● Code is available at: 

https://github.com/sunlab-osu/CliniQG4QA/

● Data is available at:

https://physionet.org/content/mimic-iii-question-answer/1.0.0/

Thanks! 

Questions?
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