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Document-level Event Argument Extraction (DocEAE)
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Task Formulation: Provided with an input 
document of a particular event type, extract a 
set of phrases that mention an event-specific 
attribute (i.e., argument role).
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Task Formulation: Provided with an input 
document of a particular event type, extract a 
set of phrases that mention an event-specific 
attribute (i.e., argument role).

Challenges of DocEAE:
• Long-distance Dependency
• Cross-sentence Inference (i.e., answers 

scattered across the document)
• Multi-answer (i.e., more than one plausible 

span for one argument role)
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Model: ULTRA
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ULTRA: Layer-1 Local Understanding

ULTRA first reads text 
chunks of an article 
sequentially to generate a 
candidate argument set {a}
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ULTRA: LEAFER Module (Self-Reflection)

A LEAFER module, 
LEArning From ERrors, is 
introduced to tackle LLMs’ 
incapability of locating exact 
boundaries of arguments, 
and yield {a′}.
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ULTRA: LEAFER Module (Self-Reflection)

A LEAFER module, 
LEArning From ERrors, is 
introduced to tackle LLMs’ 
incapability of locating exact 
boundaries of arguments, 
and yield {a′}.

LEAFER Module:
• A small-scale LM trained on 

ULTRA’s errors. 
• Generate insightful judgments, to 

rectify boundaries of candidate 
arguments in {a} and produce {a′}.
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ULTRA: Layer-2 Self-Refinement

Upon {a′}, ULTRA drops 
less-pertinent candidates 
through self-refinement and 
returns {af}. 
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ULTRA: Layer-2 Self-Refinement
Why Self-Refinement?
• Window-based local extractors introduces over generation issue. To this end, we 

propose ranking by pairwise comparison, by prompting Flan-UL2 to pick a better 
answer between a candidate pair. 

• Naïve prompting brings about two issues, and we implement solutions accordingly. 

Issue Manifestation Solution
Positional bias Favor candidates 

displayed earlier
Calibration:

Lack of 
scalability

Quadratic growth of 
#comparisons

Pruning: 
“Inverted pyramid”
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Model: ULTRA+

ULTRA+, a variant of 
ULTRA, is consisting of 
ULTRA (left part) and a 
document-level extractor 
(bottom right).
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Results & Analysis
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• Using ChatGPT for DocEAE faces two issues: hallucination (seemingly coherent 
assertions that are false in reality) and verbosity (extracted answers redundantly long)

• ULTRA(+) performs better across the board measured by both Performance and Cost. 
• ULTRA(+) also showcase the flexibility and customizability for accommodating 

various extraction criteria (detailed in paper). 
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