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#### Abstract

Field Programmable Gate Array (FPGA) is the most promising type of programmable devices in the era of ubiquitous computing. Limited by the design cost, energy consumption, portability constraints, and flexibility demands, FPGAs compensate the gap between Application Specific Integrated Circuits (ASICs) and General Purpose Processors (GPPs). The vision for ubiquitous computing also requires us to deploy a large number of very small form-factor, long-lasting electronic systems with highly constrained energy consumption. Thus, a sub-threshold FPGA will provide energy efficient digital circuits for a variety of ultra low power ubiquitous systems at low unit cost and enable a shift in how computing and communication platforms are designed.

However, studies show that $60 \%-70 \%$ of power is dissipated in the FPGA interconnect fabrics. Additionally, interconnect dominates delay and area in modern FPGAs. Driven by the goal of energy efficiency, we proposd an optimization technique in sub-threshold FPGA design which focuses on the FPGA interconnect. According to a typical FPGA interconnect structure, this optimization work explores the switch boxes, connection boxes, drivers, sense amplifiers, and the signal degradation along the interconnect path to study the need for inserting repeaters to remain the functionality in sub-threshold. With the concern of energy and delay, we used energy delay product (EDP) as our metric. We fabricated a chip and both simulation and measurement results are presented in a 130 nm CMOS technology.

In the modern IC area, voltage scaling is an effective and common method used in energy reduction. The special structure of FPGA interconnect, which is driven by a driver at the beginning of each path (e.g., output of a basic logic element), makes further energy reduction possible by applying a voltage scaling technique. We propose a programmable header structure to implement the voltage scaling and studied on the characteristics of typical FPGA applications by mapping MCNC benchmarks. We found that voltage scaling reduces energy consumption by an average $68.6 \%$. This provides a very promising direction in FPGA interconnect architecture design.

Different voltage domains are very common in modern IC design. In such systems, especially ultra low power SoCs, a level converter is an essential component to shift signals between low and high voltage domains. In an energy harvesting system, which operates depending on the energy stored in an energy harvesting capacitor, the shifting capability of level converters implicates the capacity of the energy in the


capacitor being used by the system. In a system heavily contrained by energy consumption, an ultra low swing level converter is integral to lower down the system threshold voltage. We propose a 145 mV (from measurement) single end level converter which can both be used both in a FPGA circuit and a low voltage IC. This work introduces the design concept of inserting a sub-threshold charge pump to further extend the shifting ability. We also fabricated a chip using 130 nm CMOS technology and present both the simulation and measurement results.
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## 1 Introduction

The increased importance of power is more notable in recent years for energy-constrained systems. This type of application requires the operation in the sub-threshold region to reduce energy consumption. At the same time, massive amounts of information, increased control, and awareness of the ambient environment has led technology to ubiquitous computing, where sensors and other integrated circuits play an important role. In a typical ubiquitous computing sensor system, a large number of sensors work simultaneously in different environments, most of which are portable and wearable devices. However, this type of application presents challenges such as reducing energy consumption and maintaining flexibility. To address these constraints, the reconfigurability of Field Programmable Gate Arrays (FPGAs) helps compensate the gap between Application Specific Integrated Circuits (ASICs) and General Purpose Processors (GPPs).

Industrial companies like Microsemi and Lattice Semiconductor have their own low power FPGA products (IGLOO nano FPGA Fabric, iCE40 Ultra Family). But those devices still consume tens of milliwatts in active mode, which is high for the UbiComp requirements. Specifically, for ultra low power systems in UbiComputing, low-power sub-threshold FPGA design focuses both on energy savings and flexibility. Customized FPGAs are necessary to fit the requirements. On the other hand, in a FPGA chip, the interconnect dominates most of the energy and delay consumption, so it is important to study on how to optimize the interconnect design of FPGAs. Unfortunately, it is impossible to test the interconnect structure or any other parameters through commercial FPGAs. Commercial FPGA companies, like Xilinx and Altera, have their own packaged FPGA products which allow users to load their own verilog/VHDL code to implement the functions, but the circuit-level design is out of the user's reach. Thus, customized FPGAs are necessary to conduct the research on FPGA interconnect. Interconnect optimization is the first and important step of designing a customized FPGA.

This thesis focuses on the optimization of the interconnect with a specific interest on sub-threshold customized FPGAs. Further, we study the voltage scaling potentials on FPGA interconnects to further save energy. We also propose a subthrehsold ultra low swing level converter which can be used in both a voltage scaling design and other ULP SoCs.

### 1.1 Contributions of this thesis

In this thesis, we optimize sub-threshold FPGA interconnect design, study on the potential energy saving in FPGA interconnects by scaling voltages, and proposed new ideas of designing an ultra-low swing single ended level converter. We discuss results of this exploration and suggest the optimal design parameters for a sub-threshold FPGA. We further investigate the voltage scaling techniques to further reduce the energy consumption on FPGA interconnects. Finally, we introduce a design of level converters based on subthreshold charge pumps. For all the work, we fabricated test chips with a 130 nm CMOS technology.

### 1.2 Outline of the thesis

In chapter 2, we introduce the optimization work on low-power FPGA interconnects. This chapter includes the optimization of switch boxes, drivers, connection boxes and a study of the signal degradation.

In chapter 3 , we propose a dual-VDD voltage scaling technique to further reduce the energy consumption of FPGA interconnects. This chapter applies this idea onto the MCNC benchmarks and conducted transistorlevel simulations.

Chapter 4 proposes an ultra low swing level converter design which can be applied in a low voltage ICs to implement the communications between blocks and further take use of the energy in an energy harvesting system.

Chapter 5 concludes the work discussed and summarizes the contribution of the work.

## 2 Optimization of Energy Efficient Low-Swing Interconnect for Subthreshold FPGAs

${ }^{1}$ FPGA interconnect traditionally dominates energy and delay, and designs such as low-swing interconnect have been proven to reduce the interconnect burden for low energy FPGAs. We present an optimized lowswing dual-VDD interconnect for FPGAs operating in the sub-threshold region. We optimize the topology of switch boxes and connection boxes, transistor sizes, and the value of supply voltages to reduce energy and to improve energy efficiency. We also address signal degradation along lengthy interconnect paths and examine strategies for inserting low-switching-threshold repeaters. A 130 nm test chip implementing low-swing dual-VDD interconnect meshes with different circuit parameters is measured. The results show that optimization of the low-swing interconnect provides up to $60.2 \%$ lower energy-delay-product (EDP) than a straightforward, unoptimized low-swing design. Furthermore, the simulation results show that the optimized low-swing interconnect is $97.7 \%$ faster and $42.7 \%$ lower energy than a traditional unidirectional interconnect.

### 2.1 Introduction

Existing hardware solutions for ubiquitous computing include ultra-low-power (ULP) ASICs and ULP microprocessors working in sub-threshold region. However, the development of ULP ASICs for these applications is costly and time-consuming due to high design complexity. On the other hand, ULP microprocessors consume too much power. Sub-threshold FPGAs, which are flexible and consume a reasonable amount of power, have become a highly desirable solution. However, an FPGA design implementation consumes 7X - 14X more power than a functionally equivalent ASIC design [16], so power reduction of FPGAs is critical for applying them to ULP applications. The global interconnect is the major power consumer in FPGAs. Studies have shown that $60 \%-70 \%$ of power is dissipated in the interconnection fabric [20, 24, 27]. In addition, interconnect also dominates delay and area in modern FPGAs. Researchers reduce power of the FPGA interconnect in different ways. In [2], a new FPGA routing switch design that is programmable to operate in three different modes was introduced. In low-power mode, leakage power was reduced by up to $52 \%$ and active power was reduced by up to $31 \%$ comparing to in high-speed mode. In [9] and [21],
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Figure 1: (a) Bi-directional switch box (b) uni-directional switch box
researchers applied a dual-VDD scheme in the routing blocks and saved up to $61 \%$ of power. Researchers in [25] and [7] exploited dual-VT scheme, which allowed mixed usage of low and high threshold transistors in routing switches in order to reduce leakage current. These works reduced routing power effectively, but ubiquitous computing applications have strict requirements on both speed and power that make energy and energy-delay-product (EDP) reduction of FPGA routing fabrics a driving challenge.

The routing fabric in FPGAs is defined as the electrical connectivity hardware between complex logic blocks (CLBs). It is comprised of connection boxes (CBs) that connect CLBs to the routing channel, switch boxes (SBs) that form the connectivity of routing paths, and wire segments. The traditional bi-directional and uni-directional SBs are shown in Figure 1 (a) and (b) respectively. Each bi-directional routing switch is comprised of 2 tri-state buffers, while each uni-directional switch is comprised of an N -input multiplexer followed by a buffer, where N represents the number of tracks that can connect to the track that this switch drives [12, 18, 19].

The traditional routing fabric is not energy efficient. The large number of buffers and multiplexers results in a highly capacitive routing channel and uses full swing signaling, which both contribute to the active energy. In [26], researchers reduced both delay and energy by implementing a new low-swing interconnect fabric operating in sub-threshold, where the supply voltage VDD is less than the threshold voltage VT of a single transistor. They used a pass-gate (PG) based design to replace the multiplexers and buffers in the routing switches. Both the capacitance and signal swing are then reduced. Drivers and sense amps (SAs) are located at the outputs and inputs of CLBs to form the two ends of each routing path. In addition, a low
switching threshold (VM) SA was introduced in their work to reduce delay and variation. Dual-VDD was also applied by using a higher VDD in the config bits to drive the PG gate terminals, reducing delay while only incurring a slight leakage penalty in the high VT configuration bits. The low-swing design made a big step towards energy reduction, however, the circuit level implementation can be greatly optimized for further reduction.

In this work, we study the influence of the main supply voltage (VDD) and the boosted voltage (VDDC) on EDP and energy. In addition, we compare the topology and size of CBs, routing switches, and drivers in terms of EDP and energy. We also examine the influence of inserting low-VM repeaters into routing paths. A test chip was fabricated to compare different circuits for the low-swing design. The measured data shows the best circuit options are $61.7 \%$ faster and $60.2 \%$ lower in EDP than a first-pass, unoptimized design at 0.4 V for a 40 -switch path.

In Section II, we introduce our low-swing global interconnect model based on path distribution. The circuit optimization details including design space exploration and low-VM repeater insertion are discussed in Section III, followed by the simulation results comparisons of traditional uni-directional interconnect and our optimized low-swing design. Finally, the measurement results are shown in Section V.

### 2.2 Circuit model of the global interconnect

### 2.2.1 Low-Swing Interconnect

Traditional FPGA interconnect uses multiplexers and buffers to implement routing switches to achieve high speed, but it suffers from high energy cost. Reducing supply voltage for conventional interconnect circuits to the sub-threshold region helps to solve the energy problem. However, since driver and buffer current decreases exponentially in sub-threshold, delay is increased exponentially as well. Upsizing drivers and buffers does not help, since speed depends linearly on device size but exponentially on VDD in sub-threshold. The low-swing interconnect design in [13] [26] replaces the multiplexers and buffers structure with PGs. Its basic structure is shown Figure 2. This new topology eliminates the energy consumed by buffers. Also, the signal swing along the interconnect paths is reduced due to the transfer characteristics of the sub-threshold PGs, and this lower swing further decreases energy consumption. Since active energy equals $C \times V_{D D} \times \delta V$, where $C$ denotes the total lumped capacitance along the path and $\delta V$ is the signal swing, reducing signal


Figure 2: Basic structure of low-swing interconnect
swing reduces energy effectively. Furthermore, the low- $V_{M}$ SA that receives the reduced swing signals at the input to the CLBs reduces delay by detecting the signal earlier in its transition than traditional receivers or SAs. A separate voltage rail $V_{D D C}$ is also used to control the gate voltage of switches. Increasing $V_{D D C}$ can reduce delay with small energy penalty.

### 2.2.2 Interconnect Path Distribution Exploration

We define the length of a global interconnect path as the number of switch boxes on the path from the start CLB to the destination CLB. The length of paths varies from 1 to over 100 and is not equally distributed. To understand the length of the majority of paths that this work is aiming at optimizing, we run the VPR [3] tool set on the MCNC benchmarks [32] to investigate the path distribution of the global interconnect. An Altera Stratix IV architecture (Stratix IV Device Handbook, available at www.altera.com), with fracturable LUTs, multipliers, and block RAMs, is selected as the target fabric to map the benchmarks. This architecture should be able to represent modern FPGAs.

The path distribution bar plot is shown in Figure 3. In the plot, paths are divided into 6 categories based on path length. The blue and green bars represent the path count distribution and the energy distribution. The red bar represents the average percentage of switches from the path that fall on branches rather than


Figure 3: Path and branch distribution


Figure 4: Diagram of the global interconnect path model
the main path. As indicated by the plot, paths shorter than length 40 take about $98 \%$ of the total path count and consume about $94 \%$ of the total global interconnect energy. Although branches are very common in the FPGA interconnect network, there are few branches on paths shorter than 40 . Such analysis indicates that in order to increase energy efficiency of FPGA interconnect, circuit level optimization should mainly focus on paths shorter than 40 without branches. Some results of longer paths are also given and explained to cover a wider range of path length.

### 2.2.3 Custom Interconnect Model

Figure 4 shows the diagram of the global interconnect model used in this work. As mentioned in the above sections, a global interconnect path is defined as the circuit starting from the driver at an output of a CLB, passing CBs and switches, then ending at a SA of the destination CLB. We use the SA from [26] to receive low-swing signals coming out of the PG interconnect. Each wire segment is modeled as a Pi structure to represent the highly capacitive long wires. Each routing switch is modeled as one turned-on switch and four turned-off switches connected to ground, representing the signal path and the leakage paths respectively. Each CB is modeled as a multiplexer. A separate $V_{D D C}$ voltage is applied to routing switches and CBs by high $V_{T}$ configuration bits to provide flexibility in delay and energy. Low- $V_{M}$ repeaters, having the same structure as a SA, can be inserted between two switches when regeneration is needed due to signal degradation. To optimize the circuit, parameters including the value of $V_{D D}, V_{D D C}$, the topology and size of CBs and switches, and the number of low- $V_{M}$ repeaters will be varied and the corresponding influence on energy efficiency will be evaluated and discussed in the following sections.

### 2.3 Interconnect Circuit Optimization

### 2.3.1 Optimal Voltage of the Dual- $V_{D D}$ Scheme

Supply voltage $V_{D D}$ is a dominant knob for EDP. There are three components contributing to EDP: delay, active energy, and leakage energy. $V_{D D}$ affects all of the important parameters for energy efficient FPGAs. Path delay decreases exponentially in the sub-threshold region at lower $V_{D D}$, while it only decreases quadratically in the above-threshold region. Energy is lower in the sub-threshold region and is dominated by leakage energy, while active energy, which decreases quadratically with $V_{D D}$, dominates total energy for super threshold operation [5]. In this work, $V_{D D}$ is swept from 0.3 V to 0.6 V for paths with length of 10 , 20, and 40 . $V_{D D C}$ is swept from 0 to 0.8 V above $V_{D D}$. For 130 nm CMOS, the minimum EDP is obtained at $V_{D D}=0.5 \mathrm{~V}$. Increasing $V_{D D}$ from 0.5 V to higher cannot further decrease EDP, but increases energy. On the other hand, reducing $V_{D D}$ to 0.4 V is very beneficial when energy is more important than energy efficiency, because much smaller energy can be achieved with small EDP overhead. However, reducing $V_{D D}$ to 0.3 V results in rapidly increased EDP but relatively smaller energy reduction.

Besides $V_{D D}$, energy and delay also depend on $V_{D D C}$. The active energy of the paths equals to $C \times V_{D D} \times \delta V$, where C is the equivalent lumped capacitance, $V_{D D}$ is the supply voltage of the driver and the SA , and V is the voltage swing. For smaller $V_{D D C}$, the equivalent resistance of switches is large due to sub-threshold operation. Larger resistance leads to increased voltage drop and decreased voltage swing $\delta V$. Consequently, active energy and speed are both low. Applying a higher $V_{D D C}$, on the other hand, results in higher active energy but substantially reduced delay. In this work, $V_{D D C}$ is swept with $V_{D D}=0.4 \mathrm{~V}$. The delay decreases sharply as $V_{D D C}$ increases in the range of $V_{D D} \leq V_{D D C} \leq V_{D D}+0.2 \mathrm{~V}$. Keeping increasing $V_{D D C}$ to above $V_{D D}$ +0.2 V can no longer reduce delay as significantly as before. On the other hand, energy increases slowly as $V_{D D C}$ increases when $V_{D D} \leq V_{D D C} \leq V_{D D}+0.2 \mathrm{~V}$, while it experiences a much faster increase followed by a smaller one when $V_{D D C} \geq V_{D D}+0.2 \mathrm{~V}$. Similar to delay, the EDP decreases sharply at low $V_{D D C}$ and slowly at high $V_{D D C}$. The "sharp-to-slow transition point" varies with path length. It can reach 0.3 V above $V_{D D}$ for paths longer than 40 and 0.1 V for paths shorter than 10 . The normalized data of sweeping $V_{D D}$ and $V_{D D C}$ (Figure 13 (a) \& (b)) collected from measurement are discussed below.

### 2.3.2 Signal Degradation

In the sub-threshold region, the equivalent resistance between the drain and source of a transistor results in an IR drop for the signal passing through the channel. Since PGs are used to implement the routing switches of the low-swing interconnect, the signal swing will keep degrading along the path. As a result, the signal can become too small to be captured by the SAs. Although the switching threshold of a low- $V_{M}$ SA in [26] can be as low as 0.09 V at $V_{D D}=0.4 \mathrm{~V}$, repeaters are still needed to regenerate the signal when the signal swing degrades to be smaller than 0.09 V .

Figure 5 shows the signal swing change after passing through different numbers of switches at $V_{D D}=0.4 \mathrm{~V}$. In the figure, the x -axis represents the number of routing switches signals have passed through, while the $y$-axis represents the value of the signal swing at the end of the path. The areas in different colors represent the $\mu \pm 2 \sigma$ range (from Monte Carlo simulations in SPICE) of the swing at different $V_{D D C}$ values. The areas in red, grey, and green represent $V_{D D C}$ of $0.6 \mathrm{~V}, 0.5 \mathrm{~V}$, and 0.4 V , respectively. The black horizontal line represents the mean value of the $V_{M}$ of the SA. The x-value where the $V_{M}$ of the SA and the signal swing intersect represents the maximum number of switches signals can pass through without requiring any repeaters. The design of a low- $V_{M}$ repeater in this work is the same as a low $-V_{M}$ SA. If variation is ignored,


Figure 5: Range of signal swing for varying path length from Monte Carlo (MC) simulations with PG interconnect compared to the $V_{M}$ of SA @ $V_{D D}=0.4 \mathrm{~V}$
a repeater is needed after the signal passes through 5,40 , or over 80 switches when $V_{D D C}$ equals to 0.4 V , 0.5 V , and 0.6 V , respectively. If considering variation, the switch numbers just mentioned become 2,20 , and over 80 . When $V_{D D C}>0.6 \mathrm{~V}$, no repeaters are needed to maintain functionality of a path shorter than 80 . Researchers in [26] also showed that the low- $V_{M}$ SAs and repeaters can reduce variation effectively.

### 2.3.3 Repeater Number Optimization

Inserting repeaters implicates not only functionality, but delay and energy as well. Inserting repeaters increases the lumped capacitance load in the routing channel, resulting in increased active energy. However, the influence on delay after inserting repeaters is unclear. In this work, the number of low-VM repeaters is varied. The results show that increasing the number of repeaters increases both delay and energy for paths shorter than 80. In these cases, the optimal number of repeaters in terms of energy and delay is zero. The detailed data (Figure 12) collected from measurement will be shown later in this chapter.

### 2.3.4 Connection Box (CB) Topology Optimization

The CBs in FPGAs targeting high performance are implemented by multiplexers with buffers to make connections between the routing fabric and the CLBs. For low energy FPGAs, buffers are removed. According to our simulation results, CBs contributes $13.4 \%$ of total delay and $2.6 \%$ of total energy to a low-swing path with length of 40 . To reduce delay and energy of CBs , architecture optimization is needed.

Figure 6 shows three candidate topologies of the CBs for sub-threshold FPGAs. The 1 -stage design has the smallest delay because it adds only one transistor delay to the interconnect path. However, the capacitance load of this design is the sum of all drain/source capacitance of $N$ transistors, where $N$ represents the number of inputs of the multiplexer. In addition, the signal swing is also large. As a result, the 1 -stage design suffers from high energy. In contrast, the full multiplexer benefits from both low active and leakage energy, but suffers from slow speed. Both of the two designs cannot guarantee the maximum energy efficiency in sub-threshold. The 2 -stage multiplexer is a good alternative to balance energy and delay. The ED curves, histograms from MC simulations, and area of the three topologies are compared in Figure 7(a), (b), and (c), respectively. As shown in the figure, the delay of the 2 -stage multiplexer is $16 \%$ smaller than the full multiplexer, while the energy of the 2 -stage multiplexer is $5 \%$ lower than the 1 -stage design. In addition, the


Figure 6: Schematic of different CB topologies: (a) full multiplexer (b) 1-stage multiplexer (c) 2-stage multiplexer

2 -stage design has the smallest variation among the 3 candidates. The overhead of using a 2 -stage design is area ( 2.6 X larger than a full multiplexer when $\mathrm{N}=40$ ). Considering energy efficiency and variation, the 2-stage design is optimal.

### 2.3.5 Switch and Driver Size Optimization

Since no buffers in the routing switches, drivers are the only consumer of the active energy in low-swing interconnect. To achieve low energy, large drivers are not acceptable. However, simply reducing energy by decreasing driver size as much as possible is also not a good choice when delay is already large in the subthreshold region. Under these circumstances, finding a driver size to balance energy and delay becomes a problem. The transistor sizes of the routing switches also need to be optimized for the same reason. Routing switches with a larger size introduce larger capacitance load into the interconnect fabric but result in larger signal swing and smaller delay.

Figure 8 (a) shows the simulated ED curve of a path of length 40 sweeping the driver size from 5 X to 20 X . Increasing the size of drivers from 5X to 20X reduces delay by $55 \%$ with a $39 \%$ energy overhead. This result implies that a larger driver may result in a smaller EDP. Figure 8(c) shows the histograms of the same


Figure 7: . Comparison of different CB topologies (a) ED curve @ $V_{D D}=0.4 \mathrm{~V}$ (b) variation @ $V_{D D}=0.4 \mathrm{~V}$ (c) area


Figure 8: (a) The ED curve for a length 40 path with varying driver size @ $V_{D D}=0.4 \mathrm{~V}$ (b) with varying switch size @ $V_{D D}=0.4 \mathrm{~V}$ (c) histograms of length 40 path delay with varying driver sizes @ $V_{D D}=0.4 \mathrm{~V}$ (d) and with varying switch sizes @ $V_{D D}=0.4 \mathrm{~V}$


Figure 9: Comparison of the normalized delay, energy, and EDP @ VDD= 0.4 V
path with different driver sizes from MC simulations. Larger driver size leads to smaller variation because of larger current in the path. Furthermore, increasing the driver size above 10X results in diminishing variation reduction. Figure 8 (b) and (d) show the ED curve and histograms of a path with a length of 40 for varying sized routing switches from 1X to 8 X . Across the design space, up to $13 \%$ delay reduction and $33 \%$ energy reduction can be achieved by using the optimal switch size. The histograms of using different PG sizes are similar. In the next section, we will show the measured data from a test chip. The energy overhead, delay reduction, and the optimized size of drivers and switches on real silicon will then be shown.

### 2.4 Comparison of Designs

The simulation results of the traditional uni-directional interconnect, un-optimized low-swing design, and optimized design are compared in Figure 9. The optimized design has $61.7 \%$ smaller delay, $60.2 \%$ lower


Figure 10: Block diagram of the test chip.

EDP, and $3.2 \%$ higher energy than the unoptimized design. The EDP is sharply reduced with very small energy overhead. Comparing to the traditional uni-directional design, the optimized low-swing design has $97.7 \%$ smaller delay and $42.7 \%$ lower energy.

### 2.5 Test Chip and Measurement Results

We implemented eight 10-by-10 dual- $V_{D D}$ low-swing FPGA interconnect meshes with different topologies (PG and Transmission-gate (TX) ) and sizes (1X, 2X, 4X, and 8X) of routing switches in 130nm bulk CMOS technology.

Wire segments are intentionally inserted between switches to imitate the RC of long wires in real FPGA fabrics. The meshes are driven by a driver block on the die. The driver block comprises drivers with different sizes followed by switches that can be configured to be turned on or off. The annotated layout of the test chip is shown in Figure 10 .

|  | VDDC $=0.4 \mathrm{~V}$ | $\mathrm{VDDC}=0.5 \mathrm{~V}$ | VDDC $=0.6 \mathrm{~V}$ | VDDC $=0.7 \mathrm{~V}$ | VDDC $=0.8 \mathrm{~V}$ | VDDC $=0.9 \mathrm{~V}$ | VDDC $=1.0 \mathrm{~V}$ | VDDC $=1.1 \mathrm{~V}$ | VDDC $=1.2 \mathrm{~V}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Path Length }=10 \\ \text { Switches } \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=20 \\ \text { Switches } \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=40 \\ \text { Switches } \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length = } 50 \\ \text { Switches } \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| Path Length $=60$ Switches |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=70 \\ \text { Switches } \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=80 \\ \text { Switches } \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=90 \\ \text { Switches } \end{gathered}$ |  |  |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Path Length }=100 \\ \text { Switches } \\ \hline \end{gathered}$ |  |  |  |  |  |  |  |  |  |

Figure 11: Measured shmoo plot of signal degradation @ $V_{D D}=0.4 \mathrm{~V}$, driver size 5 X , and switch size 1 X

The Shmoo plot in Figure 11 shows the measured functionality of paths including signal degradation at $V_{D D}=0.4 \mathrm{~V}$. In the figure, green indicates the signal can be captured by the SA after passing through the corresponding number of switches at the corresponding $V_{D D C}$, and red indicates the signal swing is too small to be captured. As shown, the SA successfully captures the signals after passing through at least 100 switches when $V_{D D C} \geq 0.5 \mathrm{~V}$, but can only capture signals in paths shorter than 60 when $V_{D D C}=0.4 \mathrm{~V}$.

Figure 12 shows the measured ED curves of paths with different length and varying numbers of inserted repeaters. The number beside each point represents the number of repeaters inserted. The result indicates that inserting repeaters increases both delay and energy of all paths in the silicon.

As shown in Figure 13 (a), the measured EDP of a path with length of 40 decreases by $75 \%$ and the energy increases by $20 \%$ when increasing $V_{D D}$ from 0.3 V to 0.4 V . Further increasing $V_{D D}$ from 0.4 V to 0.5 V will decrease the EDP by $15 \%$ and increase the energy by $30 \%$. If energy efficiency is considered, the optimal $V_{D D}$ value is 0.5 V . However, 0.4 V is more desirable if we want to achieve lower energy with a small EDP overhead. Figure 13 (b) shows the EDP and energy of the same path as $V_{D D C}$ changes. Increasing $V_{D D C}$ from $V_{D D}$ to $V_{D D}+0.2 \mathrm{~V}$ results in $40 \%$ EDP reduction with very small energy overhead. Increasing VDDC further cannot reduce EDP, but can increase the energy by $15 \%$. In Figure 13 (c), the minimum EDP of the same path is obtained at a PG size of 4 X and is $15 \%$ lower than the EDP at a PG size of 1 X . In addition, the EDP of transmission gates is always larger than PGs. We also noticed in simulation that the optimal switch size is sensitive to the RC value of wires. If ignoring wire RC, the optimal switch size is 1 X . On the other


Figure 12: Measured ED curves for paths of varying length with different numbers of inserted repeaters @ $V_{D D}=0.4 \mathrm{~V}$
hand, 2 X switches are needed when wires are shorter than 45 m , while 4 X switches are needed for longer wires. Figure 13 (d) shows that increasing the driver size from 5X to 10X reduces the EDP by $42 \%$ with a $2 \%$ energy overhead. Further increasing the driver size to 20X can decrease the EDP by $10 \%$ with a $10 \%$ energy overhead. Path with length of 10 has the similar conclusions.

The measurement results confirm the optimal choices of the topologies and sizes of the circuit components (driver size is 10 X , switch topology is PG, switch size is 4 X ), the optimal value of supply voltages ( $V_{D D}=$ $0.4 / 0.5 \mathrm{~V}, V_{D D C}-V_{D D}=0.2 \mathrm{~V}$ ), the number of switches signals can pass through without repeaters (over 100), and the optimal number of inserted repeaters (no repeaters).


Figure 13: Measured path with length 40 for (a) $V_{D D}$ optimization (b) $V_{D D C}$ optimization @ $V_{D D}=0.4 \mathrm{~V}$ (c) switch size optimization @ $V_{D D}=0.4 \mathrm{~V}$ (d) driver size optimization @ $V_{D D}=0.4 \mathrm{~V}$

### 2.6 Conclusion

In this work, we presented an optimized low-swing dual- $V_{D D}$ interconnect for FPGAs operating in the subthreshold region. Considering both the energy and energy efficiency, we find the optimal topology (PG) and size (4X) of the routing switches, the best topology (2-stage design) of CBs, and the best driver size (10X). We also find the optimal voltage values ( $V_{D D}=0.4 / 0.5 \mathrm{~V}$ and $V_{D D C}-V_{D D}=0.2 \mathrm{~V}$ ) for a 130 nm process. In addition, signals can be captured by the low-VM SAs after passing through as many as 100 switches in series without repeaters in measured results. Inserting repeaters increases both the delay and energy of interconnect paths. A test chip in 130nm CMOS is fabricated. The measured data shows that the optimized design is $60.2 \%$ lower in EDP than a straightforward, un-optimized design at 0.4 V for a 40 -switch path. In simulation, the optimized low-swing design has $97.7 \%$ smaller delay and $42.7 \%$ lower energy than the traditional uni-directional design.

## 3 Voltage Scaling on FPGA Interconnects

As we introduced in the beginning of the thesis, power consumption in FPGAs is dominated by interconnect. Based on the work in superthreshold FPGAs, in this chapter we analyze the specialties in subthreshold FPGA interconnects and propose a voltage scaling technique for interconnects that optimizes the energy efficiency. We design a header-based voltage scaling technique and apply the voltage programmability to the single driver of each net in the interconnect. High $V_{D D}$ is maintained for the critical path of the circuit while low $V_{D D}$ is applied to short paths to reduce energy consumption. This design has a much lower area penalty in comparison with previous work and no performance degradation. A quantitative study is introduced on MCNC benchmarks. We make transistor-level simulations to show the energy of interconnect power is lowered by an average of $68.6 \%$ by applying the voltage scaling technique to the representatives of MCNC benchmarks [32]. Also, we show that the benchmarks can be applied with this programmable technique with an average of $98 \%$ of all the nets. Thus, this proposed design idea shows promise.

### 3.1 Introduction

For all the low power applications, FPGA is a competitive and attractive design option due to its high flexibility and low NRE (non-recurring engineering) cost. The increasing importance of power in FPGA has led to a lot of related work. Tuan and Lai [30] analyzes the leakage power of a superthreshold commercial FPGA architecture using 90nm technology and introduces some techniques to reduce the power of FPGAs. [1] works on the technique to reduce the active leakage power of multiplexers in FPGAs. [22] introduces a pre-defined dual- $V D D /$ dual $-V_{t}$ FPGA to reduce both dynamic and leakage power. However, these works concern the techniques to reduce the logic block power in FPGAs. In [13], the authors propose a fine-grained power gating technique to the LUTs and apply it to an image processing application. [29] proposes a new DVS algorithm to the logic blocks to make them self-adaptive in operations. In [28], the authors summarize the current work on low power FPGA including device level technology, a dual voltage technique, and clock gating, which are mostly on the architecture level or logic block level. However, the logic power contains only the power of LUTs, flip-flops and MUXes which occupies less than 35\% [21] of the total energy, while the interconnect of a FPGA consumes $68 \%$ of the total energy. In [21], they mention this and shift the main content of work to the interconnect of FPGAs and propose a programmable Vdd structure to the routing
switches of FPGA interconnects to reduce the power.
However, most of the work are based on the system- or architecture-level analysis of FPGAs. Due to the characteristics of FPGAs, it is difficult to analyze an FPGA's performance and energy efficiency at the transistor-level (SPICE simulation), which is mostly used in almost all VLSI areas or system design flows. Besides, as the ultra low power demands are increasing in recent years, subthreshold operations in FPGA are a good solution, but most of the work is not in this domain. [17] introduces a subthreshold FPGA using graphene interconnects and measures data from an FPGA test chip fabricated in a $0.18-\mu \mathrm{m}$ SOI process which can function at supply voltages as low as 0.26 V . In [4] , it introduces the challenges in subthreshold CMOS and specifically in FPGAs. In this chapter, we apply a programmable $V_{D D}$ structure to the interconnects. We do not focus on designing SRAM bit-cells, path drivers, or exploring architecture of interconnects. We will use the dual voltage scheme (the gate voltage of the routing switches is pulled up) for the routing switches as the base case of subthreshold FPGAs.

The rest of this chapter is organized as follows: Section 2 discusses background knowledge, including the conventional FPGA interconnect and the subthreshold FPGA interconnect. Section 3 introduces the opportunity and motivation we have in applying voltage scaling technique to subthreshold FPGA interconnects. Section 4 discusses our design flow. Section 5 gives the simulation results.

### 3.2 Background

### 3.2.1 Conventional Island Style FPGA Interconnect

FPGA interconnects consume almost $80 \%$ of the area and $70 \%$ of the power. Similarly, as introduced in [21], Figure 14a shows the conventional FPGA interconnect architecture, which is the most widely used island style FPGA architecture. Configurable logic blocks (CLB) are consisted with basic logic elements (BLE), which are basically Look-Up-Tables (LUT). However, we do not discuss them here. CLBs are surrounded by routing channels which consists of wire segments. Wire segments connects all CLBs, routing switches and connection switches. The inputs and outputs of CLB are connected to the routing channels via connection boxes, as showed in Figure 14b. In the intersection of horizontal channels and vertical channels, a switch box $(\mathrm{SB})$ is used to route the channels, as showed in Figure 14c. Figure 14c shows the most widely used routing algorithm in island style FPGA interconnect. All the channels with the same number can be connected


Figure 14: Conventional FPGA interconnect architecture
with each other by programming through the SRAM bitcells. Thus, in each switch point, which refers to the intersection of the channels with the same name, there are six routing switches in total to implement the routing ability. In a conventional FPGA interconnect, the routing switch in SBs use a bi-directional structure. Tri-state buffers are used to implement the independent programmable connection.

In this thesis, we use VPR [3] to place and route the MCNC benchmark set. For the architecture parameters, we use a standard FPGA architecture: a cluster of 10 in BLE ( 6 inputs per LUT). For the channel width, in order to let the placing and routing affect the energy analysis the least, we let VPR to route the benchmarks with a smallest channel width number for each benchmark. Since the transistor-level simulation (SPICE) is time consuming and all the MCNC benchmarks have a similar net distribution, so we pick up 7 of the benchmarks to show the simulation results.

### 3.2.2 Subthreshold FPGA Interconnect

The design of subthreshold FPGA requires a low power design goal and the guarantee of robustness in subthreshold domain. As showed in Figure 15 different from the design of the superthreshold FPGA, in which tri-state buffers are employed in each of the switching point, so that the transition of signals can have a swing compensation while going through the path in the circuit, in subthreshold FPGA design, the energy consumed by buffers are saved by replacing them with pass gate transistors. The gate of pass gate transistors are configured by a SRAM bitcell. The signals are driven by the driver in the CLBs while the lost in signal swings are compensated by the end of the path, a level translation circuit (LTC) as shown in Figure 15c. This is a revised buffer and both of the stages are sized to intentionally strengthen or weaken the PUN or PDN. The stack transistors can also reduce the leakage power. The basic subthreshold FPGA interconnect path is showed in Figure 15d. For connection box, in this figure it gives an example of transimission gate, it could also be a mutiplexer-based connection box.

The CLB design are also different in subthreshold and superthreshold FPGAs. The choice of CLB topologies and architecture affects the performance and power consumption of a FPGA. In our work, we do not discuss CLB design.


Figure 15: Subthreshold FPGA interconnect

Table 1: Extracted path information of MCNC Benchmarks

| Benchmark | Total Switch \# | Length of Longest Path | Average Switch\# | Average Path Length |
| :--- | ---: | ---: | ---: | ---: |
| alu4 | 8,078 | 41 | 11.61 | 7.06 |
| apex2 | 11,459 | 24 | 11.84 | 5.98 |
| apex4 | 8,039 | 24 | 11.52 | 6.53 |
| bigkey | 6,191 | 19 | 6.05 | 4.48 |
| clma | 68,031 | 53 | 14.13 | 8.87 |
| des | 8,327 | 27 | 8.36 | 5.85 |
| diffeq | 6,734 | 34 | 7.15 | 5.14 |
| dsip | 5,944 | 19 | 8.61 | 5.92 |
| elliptic | 21,405 | 44 | 11.23 | 7.37 |
| ex5p | 7,313 | 25 | 10.95 | 6.68 |
| ex1010 | 32,109 | 50 | 12.49 | 6.80 |
| frisc | 26,985 | 54 | 15.45 | 9.12 |
| misex | 7,624 | 21 | 10.66 | 5.87 |
| pdc | 41,282 | 39 | 18.02 | 9.14 |
| s298 | 7,075 | 25 | 9.81 | 6.06 |
| s38417 | 29,246 | 62 | 8.20 | 5.77 |
| s38584.1 | 31,219 | 68 | 8.58 | 6.22 |
| seq | 10,867 | 25 | 12.38 | 6.53 |
| spla | 27,362 | 42 | 15.14 | 7.73 |
| tseng | 3,667 | 22 | 6.25 | 4.36 |
| Average | N/A | N/A | 11 | 7 |
| Largest | N/A | 68 | N/A | N/A |

### 3.3 Motivation

The difference in the interconnect design of subthreshold and superthreshold FPGA design and the specialty of an FPGA circuit provide an opportunity of a voltage scaling implementation space for increasing the energy efficiency in subthreshold FPGA interconnect. In this section, we will explore the prospects on scaling the energy of an subthreshold FPGA circuit without the penalty of performance degradation.

We use the MCNC benchmark set to analyze the distribution of nets in a subthreshold FPGA. By running VPR, we get the placing and routing information of each net in the benchmarks as shown in Table 1. For each of the 20 benchmarks, we analyze the length and breadth of each net of them. We take ALU4 as a representative from the 20 benchmarks and analyze its nets distribution. Figure 17a shows the distribution of the longest net lengths in all the paths of ALU4 after mapping by VPR. And Figure 17 b shows the distribution of the total switch count of the whole ALU4 benchmark. For both of the longest net lengths and the total switch count, the distributions show a strong long tail shape, which means, most of the nets


Figure 16: Interconnect circuit models
in ALU4 are actually very short while only a small amount of nets are long nets including the critical path of the whole circuit. We cannot put the distribution figures for all the benchmarks here, but all of them do show the same characteristics. Instead, based on the statistics of all 20 benchmarks, we extracted two models here: long net model (LM) in Figure 16 a and average net model (AM) in Figure 16b, which refer to the longest net and the average net in all 20 benchmarks respectively. In order to make sure that the models are reasonable for the paths study of an subthreshold FPGA, we compared the nets of all 20 benchmarks with the AM since LM is the biggest net on all 20 benchamrks. As shown in Figure 18a and Figure 18b, we count the number of nets in each benchmark which are shorter than AM both on the main path length and the total switch count. The results show that for each benchmark, more than $50 \%$ of the paths are shorter then AM in both views.

(a) Longest net distribution in ALU4

(b) Switch count distribution in ALU4

Figure 17: Path distribution in a FPGA circuit

(a) Percentage of the longest nets shorter than AM circuit in 20 MCNC benchmarks


Figure 18: Percentage of the paths in MCNC benchmarks in comparison with customized circuit models

### 3.4 Voltage scaling technique for subthreshold interconnect

In this section, we are going to introduce the voltage scaling technique of subthreshold FPGA interconnect.

### 3.4.1 Performance and energy exploration



Figure 19: Energy-delay curve of LM and AM circuits with different VDDs

In this section, we are going to explore the interconnect circuits of a subthreshold FPGA. This exploration is based on the AM circuit we discussed in section 3. As we mentioned before, the subthreshold FPGA we consider uses a dual- $V_{D D}$ scheme-that is, the switch points in the whole FPGA are pulled up by a higher voltage supply VDDC both to compensate the voltage loss and get the best energy-delay performance. According to the previous work, $V_{D D C}$ is set to be 0.15 higher than $V_{D D}$ as a baseline setting. Under this
setting methodology, the FPGA circuits achieve the best operating point under the view of both energy efficiency and performance. In this simulation, we run AM circuit through a set of different $V_{D D}$ s and plot the energy-delay curves in Figure 19 . We also plot the energy-delay curve of LM at $V_{D D}=0.8 \mathrm{~V}$. As we can see from the ED curves, a $V_{D D}$ of 0.8 V consumes almost 8 X more energy than a $V_{D D}$ of 0.3 V . The LM circuit has a much higher delay than the AM circuit. In other words, lowering $V_{D D}$ achieves a promising gain of energy efficiency with a relatively lower delay than the critical path.

### 3.4.2 Header-based voltage programmability



Figure 20: Header-based voltage scaling technique in subthreshold interconnect

We propose to use a PMOS header structure to implement the voltage scaling technique. As shown in Figure 20, the PMOS transistor configured by a configuration bit, which is a SRAM bitcell. The driver is connected with two different voltage rails through the PMOS transistors. By configuring the bitcell connected with the gate of the PMOS, different supply can be applied to the driver in order to tune the paths energy and performance. We have 2 configuration options here: a higher voltage $V_{D D H}$ and a lower voltage $V_{D D L}$. Actually, this can be achieved by only one SRAM bitcell by using the not logic output of the bitcell.

We sweep the sizes of headers to explore the effect of headers to the circuit. As shown in Figure 21, we simulate the AM circuit at different $V_{D D} \mathrm{~S}$ and show the results of $V_{D D}=0.4 \mathrm{~V}$ and 0.8 V . Larger headers have the most similar performance and energy in comparison of the circuit without headers (black curve). But using headers can bring benefits of performance with higher $V_{D D} \mathrm{~S}$ while benefits of energy with lower $V_{D D} \mathrm{~S}$. In our work, to balance the area, performance and energy, we choose size 20 X as the header size.


Figure 21: Header size exploration

### 3.5 Simulations

In this section, we discuss the transistor-level simulations we have done based on the voltage scaling technique.

As shown in Figure 18, all the MCNC benchmarks have similar nets distributions. Specifically, we run SPICE simulations on 7 out of the 20 benchmarks: ALU4, dsip, seq, s298, spla, tseng, and apex2.

Specifically, we first list the detailed simulation results for ALU4. In the simulation results shown for ALU4, we set the applicable factor to be $60 \%$, which means $60 \%$ of the nets are applied with $V_{D D L}$, while the rest long nets remain controlled by $V_{D D H}$. Figure 22a first shows the delay of all nets in ALU4 and Figure 22b shows the delay after applying the header-based voltage scaling technique. The right part of the delay distribution remain the same while the delays of short nets shift to the right without passing the critical delay of the whole circuit. Accordingly, Figure 23a and Figure 23b give the energy change of the circuit without and with the header-based voltage scaling technique respectively. After applying with the scaling technique, the energy is reduced by $17.3 \%$ without any penalty of the performance (applicable factor is $60 \%$ ).

We increase the applicable factors of every of the 7 benchmarks until it cannot be raised further. From this, we get the maximum applicable factors for each of the 7 benchmarks. In other words, we apply $V_{D D L}$ to more nets according to the net's size until the critical path is exercised (some net with $V_{D D L}=0.4 \mathrm{~V}$ consumes


Figure 22: Delay of ALU4 with and without voltage scaling technique

(a) Energy distribution with a single VDD $=0.8 \mathrm{~V}$

(b) Energy distribution with voltage scaling $\mathrm{VDDH}=0.8 \mathrm{~V}, \mathrm{VDDL}=0.4 \mathrm{~V}$

Figure 23: Energy of ALU4 with and without voltage scaling technique


Figure 24: The effect of the applicable factors on energy saving for ALU4
longer delay than the critical path). In Figure 24, we show the total energy consumed per operation of ALU4 as the applicable factor increases from 0 to the maximum applicable factor (more than $99 \%$ for ALU4). With the maximum applicable factor, energy is reduced by $71.43 \%$. Similarly, we conducted the same simulation to all the 7 benchmarks, and Figure 25 shows the maximum applicable factors for all 7 benchmarks. The average maximum applicable factor for all 7 benchmarks is as high as $98.00 \%$. This is a strong potential to reduce energy consumption by using this proposed programmable voltage scaling technique. Figure 26 shows the energy saving with its own maximum applicable factor for each of the 7 benchmarks. The average energy savings is $68.60 \%$.

### 3.6 Conclusion

In this chapter, we discussed a programmable voltage scaling technique to reduce energy consumption subthreshold FPGA interconnects by using a programmable header structure and showed the simulation results of the energy saving by using this idea. Our proposed header-based voltage scaling technique saves more area than the dual-VDD programmability design in [21], and our work applies to different application domain. Verified by simulation under the scenario of a $0.8 \mathrm{~V} / 0.4 \mathrm{~V}$ voltage combination, the average portion of nets (applicable factor) of 7 MCNC benchmarks is as high as $98 \%$ and by applying the technique, we achieve an average of $68.6 \%$ energy reduction in the 7 MCNC benchmarks using the maximum applicable


Figure 25: The maximum applicable factors for all the 7 MCNC benchmarks


Figure 26: The energy saving with maximum factors for all the 7 MCNC benchmarks
factors. This idea gives a promising deign prospect in optimizing energy efficiency in subthreshold FPGA interconnect. Future work must include fine-grained study on the voltage tuning algorithm, which is able to apply the proper voltage to every path precisely to achieve an ultra-optimized power consumption reduction or gives a dynamic voltage scaling implementation on subthreshold FPGA interconnect.

## 4 A single ended level converter circuit design for ultra low power low voltage ICs

${ }^{2}$ In this chapter, we discuss the design of an ultra low swing level converter, which can be employed in a sub-threshold FPGA circuit to implement voltage scaling, and also can be applied in a ultra low power system that requires a low voltage swing (e.g., an energy harvesting system).

We introduce the motivation of this charge pump based ultra low swing level converter design including the potential application of it and the state of the art. Second, we discuss the charge pump design and how it works. Third, we discuss the level converter design based on the sub-threshold charge pump and the simulation results. Finally, we show the measurement results and the comparison with prior work.

### 4.1 Introduction

Energy autonomy is a critical feature required to enable the large scale deployment of ultra low power (ULP) systems in the internet of things (IoT), with energy harvesting being accepted as a more viable means to provide power. However, many challenges face energy harvesting circuits, which require operation at very low power and voltage levels [14]. Figure 27]shows the block diagram of a generic energy harvesting system. The lifetime of the system depends on the energy stored on the energy harvesting capacitor C to provide power for the system. At runtime, as the energy stored on C is being consumed, the voltage on the capacitor, $V_{\text {cap }}$, decreases. The voltage at which the system stops operating (system threshold voltage) must be brought down to increase system lifetime. From the energy utilization perspective, the system threshold voltage should be brought down as low as possible to make full use of the stored energy. In order to more fully take advantage of the energy stored on the energy harvesting capacitor, SoCs under ultra-low voltage have been proposed in [15], which operate below 160 mV . Typical ULP SoCs frequently use timers to keep the circuit functional even when the voltage is very low [11]. However, the outputs of these ULP sub-threshold circuits also operate at a very low voltage level, which causes communication problems with the core voltage levels off-chip or with other peripheral circuits. Level converters are necessary in such a system to interface between the low voltage domain and the nominal voltage domain. In this chapter, we

[^1]

Figure 27: Generic energy harvesting based SoC.
present a low swing level converter that can convert from 100 mV (simulation) and 145 mV (measurement) level input signals to 1.2 V using a single ended charge-pump based topology.

A traditional level converter can convert from nearly 400 mV to 1.2 V via a cross coupled stage. 400 mV is still higher than required in an energy harvesting ULP SoC. Lower input signals can kill the positive feedback and prevent conversion with the traditional design. Several low voltage level converter circuits have been proposed in the literature. A low swing level converter can convert from 210 mV to 1.2 V with a bootstrapping technique [8]. A dynamic logic level converter can convert 300 mV to 2.5 V [6]. However, dynamic logic uses more power and area in ULP applications. A two-stage ULP level converter can convert from 188 mV to 1.2 V achieving ULP operation [31].

In this work, we design a level converter that can potentially convert 100 mV to 1.2 V using a charge-pump. The charge-pump stage increases the swing before level conversion, which helps in initiating the positive feedback. Also, a 130 nm CMOS chip has been fabricated and the measurement results show a robust conversion from 145 mV to 1.2 V .


Figure 28: Schematic of the 2 X charge pump used in the level converter.

### 4.2 Sub-threshold charge pump

Figure 28 shows the schematic of a 2 x charge pump used in the proposed work. When VIN is low, M1 turns on which turns on M3. X is pulled up to VDDL while B is pulled down to GND by the inverter connected to it. Next, VIN goes high and turns on M2 and M5, which leads to the upconversion of B from 0 to VDDL. Since $X$ was charged to VDDL previously, the upconversion of B causes $X$ to go from VDDL to 2xVDDL at the output of the charge pump. In deep sub-threshold operation with a VDD between 100 mV and 300 mV , node X falls ideally at 200 mV and 600 mV , respectively. But in sub-threshold, the low slew rate prevents a full doubling of voltage when VDD is very low ( $; 200 \mathrm{mV}$ ) because of the higher discharge caused by leakage. In this charge pump design, we do not require an additional body bias control circuit.

### 4.3 Implementation of the level converter

Figure 29 shows the architecture of the proposed topology, which combines two charge pumps and a level converter design. The first stage provides the differential inputs doubled by the 2 x charge pumps. The second stage is a cross-coupled differential inverter (e.g., the traditional level converter shown in Figure 30) that restores the final output to full swing ( 0 to VDDH). The output of the charge pump stage overpowers the equilibrium of the second stage and drives the PMOS to pull up the internal node (A or B) and trigger the positive feedback within the conversion stage.


Figure 29: Architecture of the proposed level converter.


Figure 30: Schematic of the traditional level converter.


Figure 31: Functional waveform of CPBULS @ $V_{D D L}=120 \mathrm{mV}$

We propose two designs that use charge pump outputs to drive a traditional level converter and a different ultra-low swing (ULS) level converter structure from [31], respectively. We call the former proposed

CPBULS


CPBLC


ULS


Figure 32: Monte Carlo simulation results of minimum converting input voltage of CPBULS, CPBLC and ULS level converters, $\mathrm{t}=27^{\circ} \mathrm{C}$.
level converter the Charge Pump Boosted Level Converter (CPBLC), and we call the latter proposed level converter the Charge Pump Boosted Ultra Low Swing Level Converter (CPBULS). Figure 31 shows the simulation of the CPBULS at 120 mV . The signals labeled in Figure 31 correspond to the signals in Figure 29. As VIN goes high or goes low, one of the charge pump outputs, e.g., CPOUT, increases and initiates the positive feedback resulting in voltage conversion. Figure 32 shows the minimum input swing results of 100 Monte Carlo simulations for CPBULS, CPBLC, and ULS level converters. The charge pump technique decreases the minimum operating voltage of [31] (ULS), further lowered down to an average of 128 mV , while the best case (among the 100 iterations) is 99.6 mV in CPBULS, and an average of 171 mV in CPBLC.

Figure 33 shows the simulation results of the minimum input voltage of CPBULS and CPBLC level converters under different temperatures. At -20 oC , CPBULS and CPBLC can work at 145.4 mV and 192.8 mV respectively, while at 100 oC , they can work at 116.4 mV and 144.3 mV respectively. Simulation shows that our charge-pump based level converter has lower temperature dependence for minimum operating voltage.


Figure 33: Simulation results of the minimum input voltage vs. temperature of CPBULS and CPBLC level converters.

### 4.4 Measurement Results



Figure 34: Die photo of the 130 nm CMOS technology chip.

The design was fabricated in a 130 nm CMOS process. Figure 34 shows the die photo of the test chip, the 2x charge pump consumes about $260 \mu m^{2}$ while the CPBULS level converter consumes about $466 \mu m^{2}$. Figure 35 is the testing measurements of the 2 x charge pump, which starts working from a 170 mV input in the worst case. The blue lines are the measurement results while the red line is from simulation. After VIN is higher than 200 mV , the boosting factor is stable at 2 x . Figure 36 shows the measurement results of


Figure 35: Simulation and measurement results of the input vs. output voltage of the charge pump stage of the level converter.


Figure 36: Measurement results of minimum converting input voltage of CPBULS, CPBLC and ULS level converters.
the minimum operational input swing for CPBULS, CPBLC, and ULS level converters across 15 chips.The limitation of this design is slower transition times that lead to higher energy per conversion due to the extra leakage.

### 4.5 Conclusion

Table 2: Comparison between prior work and the proposed work

|  | $[31]$ | $[23]$ | $[\overline{10}]$ | $[\overline{6}]$ | This Work |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Minimum $V_{D D L}$ | 188 mV | 200 mV | 400 mV | 300 mV | 145 mV |
| Energy/bit | - | 10 fJ | 327 fJ | 850 fJ | 1.2 pJ |
| Chip/Simulation | Chip | Simulation | Simulaton | Chip | Chip |
| Maximum Frequency | 17.3 MHz | 10 MHz | 1 MHz | 8 MHz | 8 kHz |
| Area $\left(\mu m^{2}\right)$ | - | - | 120.9 | 112000 | 466 |
| Technology | 130 nm | 90 nm | 180 nm | 130 nm | 130 nm |

Table 2 compares with prior work. This include the work both of chips and simulations. As we showed in the previous sections, this charge pump based level converter CPBULS upconverts reliably from 145 mV to 1.2 V from chip testing results while the simulation shows the minimum converting voltage can be as low as 99.6 mV , which is a wider conversion range. The best energy per conversion is reported as 10fJ in [23] from simulation results. This work achieves 1.2 pJ energy per conversion which is 1.5 x of that in [6] from chip measurement, but a 2 x conversion ability.

This proposed work can work under a lower operating voltage which can further improve the energy utilization of an ultra low power system such as an energy harvesting system. In such an system, energy stored in the energy harvesting capacitor can be further used with less limitation from the voltage.

## 5 Conclusion and future work

Ubiquitous computing is emerging to play an important role in the past decade including the ultra low power miniature devices such as body sensor network systems. Developing such systems are very costly and the limitation of resources can lead to high design complexity. As we discussed in the thesis, sub-threshold FPGA compensates both of energy efficiency and design flexibility. Since FPGA interconnect dominates the energy and delay, this thesis proposed an optimization work of energy efficient interconnect in subthreshold FPGA. We also discussed a programmable voltage scaling technique on sub-threshold FPGA interconnects in the thesis to further reduce the energy consumption. Lastly, we proposed an ultra lowswing level converter which can not only be applied to such an sub-threshold FPGA but also any ultra-low power system that requires low-swing operation and better efficiency of energy.

### 5.1 Summary

In this thesis, we first optimized the topology of switch boxes, connection boxes, transistor sizes and the value of supply voltages to reduce the energy and improve energy efficiency.

We studied the dual- $V_{D D}$ scheme: main supply voltage $\left(V_{D D}\right)$ and boosted voltage ( $V_{D D C}$ ). With a 130 nm CMOS technology chip and simulations, the optimal voltage values are a $V_{D D}$ of $0.4 \mathrm{~V}-0.5 \mathrm{~V}$ while $V_{D D C}$ is 0.2 V higher than $V_{D D}$.

We explored the routing switches topology and connection boxes topology. The optimal topology of switch boxes is a pass gate (PG) with size 4 X . The optimal connection box topology is to use a two-stage design. The optimal driver size is 10 X .

In the exploration of signal degradation, under $V_{D D}=0.4 \mathrm{~V}$, signals can be captured by the low- VM sense amplifiers after passing through as many as 100 switches in series without inserting a repeater. And generally, inserting repeaters will increase both delay and energy of an interconnect path.

The optimized sub-threshold FPGA design is $60.2 \%$ lower in EDP than an unoptimized design at 0.4 V for a 40-switch interconnect path. Specifically, the optimized design has a $97.7 \%$ smaller delay and $42.7 \%$ lower energy than the traditional uni-directional design.

Following the sub-threshold FPGA interconnect optimization, we proposed a programmable voltage scaling
technique by using a configurable header of the driver of the interconnect to further reduce energy consumption without any performance penalty. According to the characteristics of FPGA interconnects, the average of $98 \%$ of the nets can be applied with a lower voltage thus achieve an average of $68.6 \%$ energy reduction.

In the end, we proposed a single ended level converter circuit. This level converter can be applied to a low power system especially sub-threshold ICs, such as an energy harvesting system. This level converter uses sub-threshold charge pumps to boost the ultra low swing signals. It consists of two stages. After the boosting stage, the conversion stage will convert the low-voltage signals to nominal voltage of the system (1.2V). This level converter is required in such a low voltage IC to implement the communication between low voltage and nominal voltage domain. The simulation results show the CPBULS level converter can convert from 99.6 mV while the measurement results show it can convert from 145 mV . In the measurement results, the CPBULS level converter achieves an energy per conversion of 1.2 fJ and a frequency of 8 kHz .

### 5.2 Contributions

In this thesis, we presented a comprehensive exploration on sub-threshold FPGA interconnects and new ideas of designing an ultra-low swing single ended level converter. We demonstrated the conclusion of the exploration and suggested the optimal design parameters for a sub-threshold FPGA. Next, we introduced a design of level converters based on sub-threshold charge pumps. For all the work we fabricated test chips with a 130 nm CMOS technology.

The following lists the contribution of this thesis:

- Explores the circuit level parameters: topology and size of different parts of FPGA interconnect focusing on sub-threshold domain. And gives the optimal design parameters:
- Switch box: pass gate (PG), size 4X of the technology size (130nm CMOS)
- Connection box: a two-stage multiplexer design.
- Driver at the beginning of an interconnect path: 10X of the technology size.
- Presents the best voltage settings based on delay and energy in the dual-VDD scheme of an subthreshold FPGA:
- $V_{D D}=0.4 \mathrm{~V}$
$-V_{D D C}=V_{D D}+0.2 \mathrm{~V}$
- Studies the signal degradation along sub-threshold FPGA interconnect path and the need of repeaters to boost the signals: signals do not need a repeater to be boosted through at least 100 switches in series by using the low-VM sense amplifiers and inserting repeaters will increase both delay and energy of an interconnect path.
- In general, the proposed optimized sub-threshold FPGA interconnect design is $60.2 \%$ lower in EDP than an un-optimized design at 0.4 V for a 40 -switch interconnect path and the optimized design has a $97.7 \%$ smaller delay and $42.7 \%$ lower energy than the traditional uni-directional design. This can further improve the performance and energy efficiency of a FPGA in sub-threshold domain.
- Proposes the idea of programmable voltage scaling on FPGA interconnect by using a header structure. This depends on the unique FPGA interconnect structure that we can control the driver of each net to adjust the delay and energy.
- Explores the applicable portion of nets of MCNC benchmarks by transistor-level simulations and showed $98 \%$ of the nets of MCNC benchmarks can be applied with a lower voltage on average without any performance penalty, but an average of $68.6 \%$ energy reduction per operation.
- Introduces the idea of inserting a sub-threshold charge pump in the design of level converters. This charge pumping stage can extend the level converter's converting ability. If we take the ULS level converter as an example, the increased converting ability is around 45 mV lower.
- The design of the 145 mV CPBULS level converter can potentially convert from 99.6 mV from simulation results. So by improving the layout it can potentially reach a wider converting range. This is so far the reported lowest converting voltage level converter.
- The CPBULS level converter can further lower down a system threshold voltage. In an energy harvesting system, energy can be further taken use of by allying this level converter to implement the communication between low voltage blocks and nominal voltage blocks.


### 5.3 Future work

In future work, we will need to be able to build a customized sub-threshold FPGA using the optimized interconnect structure and the programmable voltage scaling header structure. Most importantly, we will build a tool flow which can map the verilog/VHDL functions onto the customized FPGA similar to existing commercial FPGA tool flows. Furthermore, this tool flow can not only be able to map the functions from code but also be capable of configuring the voltage scaling header to set between $V_{D D H} / V_{D D L}$ of each net according to the mapping results. And also, fine-grained programmable dynamic voltage scaling scheme can be studied for a more accurate configuring and energy consumption.
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