
Connecting the Dots: Rethinking the Relationship between
Code and Prose Writing with Functional Connectivity

Zachary Karas
University of Michigan
Ann Arbor, MI, USA
zackar@umich.edu

Andrew Jahn
University of Michigan
Ann Arbor, MI, USA
ajahn@umich.edu

Westley Weimer
University of Michigan
Ann Arbor, MI, USA
weimerw@umich.edu

Yu Huang
University of Michigan
Ann Arbor, MI, USA
yhhy@umich.edu

ABSTRACT
Medical imaging studies of software engineering have risen in
popularity and may reveal the neural underpinnings of coding
activities. To date, however, all studies in computer science venues
have treated brain regions independently and in isolation. Since
most complex neural activity involves coordination among multiple
regions, previous analyses may overlook neural behavior.

We propose to apply functional connectivity analysis to medi-
cal imaging data from software engineering tasks. Informally, this
analysis treats the brain as a graph, rather than a series of indepen-
dent modules, and statistically infers relevant edges. We present a
functional connectivity analysis of existing data, which elucidates
the interconnections between code writing and prose writing, es-
pecially regarding higher mathematics and semantic processing.
First, we found a significant link between Broca’s Area (language)
and the Number Form Area (higher mathematics) for coding. This
both refines previous interpretations that code writing and natural
language are distinct from each other, and may also contribute to
the understanding of the Number Form Area in the Psychology
literature. Second, we identify an area with important functional
connectivity for both prose writing and coding, unlike previous
analyses that associated it with coding. This advances our neural
understanding of coding and prose writing, and was only exposed
by using functional connectivity analysis. Third, for coding, we find
a strong functional connectivity result for a brain region involved in
semantic processing for language, with implications for CS training.
Finally, we find a neural relationship between coding and expertise,
including a more grounded explanation than prior work.
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1 INTRODUCTION
Neuroimaging techniques, such as functional magnetic resonance
imaging (fMRI), provide researchers with a wealth of information
related to brain activity, and are being applied more frequently
to study the cognitive processes of programming [25, 35, 55, 63,
78, 86, 87]. These studies have examined code review [35], data
structure manipulation [55], debugging [15], code reading [86], and
code writing [63], reporting activity in regions associated with
working memory, top-down control, and spatial reasoning, among
others. Some studies have also compared coding with prose pro-
cessing [63] or spatial reasoning [55]. These neurological findings
have led to longitudinal studies exploring transfer training in CS
undergraduate education [29]. Imaging studies unveil the neurolog-
ical foundations of, and provide new approaches for, investigating
and understanding programming activities, which paves the way
for effectively improving CS pedagogy, technology transfer, and
workforce retraining [35, 55, 63]. However, prior work in CS has
only shown what specific brain regions are involved in program-
ming. Brain areas do not function in isolation, but interact and are
connected structurally and functionally [27, 52, 103].

Standard fMRI analyses aremodular, meaning activity is modeled
individually for each region in the brain, and these modules are
assumed to be independent from one another [71]. Ignoring how
disparate regions interact to accomplish complex coding tasks may
result in overlooked connections and missed information. Suppose,
informally, that debugging involves brain region𝐴 interacting with
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Figure 1: High-level illustration. The proposed functional
connectivity analysis reveals brain interactions mediating
writing tasks, language, and expertise, which may be over-
looked by standard modular analyses.

region 𝐵, while coding involves region 𝐴 interacting with region 𝐶 .
Although how𝐴 conditionally interacts is critical, modular analyses
will not see 𝐴 as distinguishing or contrasting them (since it is
active for both tasks); we desire an analysis that sees 𝐴 → 𝐵 and
𝐴 → 𝐶 edges. To gain a better understanding of programming on
a neurological level, we present a functional connectivity analysis
of an archival dataset on code writing. As shown conceptually in
Figure 1, we investigate programming tasks using more than the
standard localized analyses, present results that were not discovered
before, and indicate the potential of functional connectivity analysis
on cognitive processes of programming.

Instead of localizing brain activities to certain brain areas, func-
tional connectivity analysis is based in graph theory, and provides
information about interactions between brain regions by quantify-
ing the statistical correlations of neurophysiological activity [26, 38].
Functional connectivity analysis can reveal (1) which regions of
brain activations are significantly correlated and (2) how much they
are correlated with each other in a statistical manner, which cannot
be covered by standard modular analysis. Furthermore, there are
no additional requirements on fMRI data collection for functional
connectivity analysis, making it feasible and relatively easy for
software engineering researchers to adapt it to archival data. Still
new to computer science, functional connectivity has been widely
used in cognitive and clinical psychology to understand complex
neural processes. For instance, it has been effective in testing new
medications for depression [2] and attention deficit hyperactivity
disorder (ADHD) [62]. It has revealed new information about the
neural substrate of schizophrenia [3] and Alzheimer’s disease [22],
which cannot be localized to any specific region in the brain. Fur-
thermore, functional connectivity analysis has resolved conflicting
evidence in cognitive psychology, such as for apraxia of pantomime
(incapability of mimicking the use of a tool without holding it, e.g.,
brushing one’s teeth without holding a toothbrush)) [90]. With
functional connectivity analysis, researchers found this behavior
was due to a breakdown in communication between multiple areas,
rather than any particular localized region [90]. These studies in
cognitive and clinical psychology provide models and motivations

for analyzing functional connectivity in software engineering tasks
like code writing (which have potentially-conflicting evidence).

Since the pioneering work by Siegmund et al. on understanding
cognitive processes in software engineering with fMRI in 2014 [86],
there has been a growth of interest in the community [14, 24, 31,
35, 54–56, 73]. In recent years, fMRI has also been adapted to other
computer science domains to help researchers understand and im-
prove their design models [95]. Since fMRI is relatively higher-cost,
researchers in software engineering have begun releasing their
de-identified fMRI datasets [35, 54, 55]. We use this particular fMRI
dataset because it is the most recent to compare code writing and
prose writing, but the choice was otherwise arbitrary. Even though
this dataset or others may not have been made with functional
connectivity analysis in mind, there are no special requirements to
run these analyses. It is therefore feasible and relatively easy for
software engineering researchers to apply functional connectivity
analyses to archival data.

To the best of our knowledge, only one previous paper in the psy-
chology literature has considered connectivity and computing [15],
and no such studies have been published in computing venues. We
present a study that applies functional connectivity in software
engineering. Our approach operates on an archival fMRI dataset
and results in new findings that were overlooked before but are
revealed in terms of of connectivity.

The contributions of this paper are as follows:
• The first study that uses functional connectivity analysis to
investigate code writing. We present the value and feasibility
of such analyses to software engineering researchers.

• The first study in software engineering that operates entirely
on archival fMRI data. Such examples reduce the barrier to
entry by demonstrating new insights without new, expensive
experiments.

• Functional connectivity results that clarify and advance pre-
vious understandings. We find a significant link between
the higher mathematics and language areas for coding. We
identify an area with important functional connectivity for
both prose writing and coding. We find a strong connectivity
result between coding and language processing. Finally, we
also find a relationship between coding and expertise.

2 BACKGROUND AND MOTIVATION
In this section, we introduce the basic idea of functional connec-
tivity analysis and how it can reveal important findings in medical
imaging. We also discuss the motivation of adapting functional
connectivity analysis to software engineering. We finish by summa-
rizing the neurological findings for code and prose writing from a
previous fMRI study [63], which we re-analyze but with a different
approach and new findings.

2.1 Functional Magnetic Resonance Imaging
Magnetic Resonance Imaging (MRI) is amedical imaging technology
that uses the magnetic properties of biological tissue to differentiate
between structures [99]. Functional MRI (fMRI) applies this to oxy-
genated and de-oxygenated blood in the brain, which have slightly
different magnetic properties, and can be used as a proxy to mea-
sure brain activation [23]. These scanners are incredibly precise,
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and can measure brain activity in 1-millimeter cubes, called voxels
(“volume” and “pixel”). When activity in a given region spikes, there
is a short lag followed by a blood-oxygen-level-dependent (BOLD) re-
sponse, which provides that region with oxygen and nutrients [17].
Researchers can measure these BOLD responses to make infer-
ences about which brain regions are enlisted for a task. Scientists
might design different experimental conditions, such as looking at
houses or faces [93], and by subtracting the patterns of activation
elicited by both types of stimuli, they can determine which patterns
of activation are due to visual processing, and which are due to
stimuli-specific processing. Such subtractions are called contrasts.

2.2 Functional Connectivity
Functional connectivity is defined as the temporal coincidence of
spatially distant neurophysiological events [37]. In this type of anal-
ysis, two regions are considered to show functional connectivity
when there is a statistical relationship between the time series of
recorded brain activations [26]. To give an analogy, standard anal-
ysis looks at activity in the brain as if each region is a worker in
a cubicle, while connectivity analysis models brain activity like a
cooperative environment where hubs of specialized activity col-
laborate with other regions to work on complex tasks. Similar to
standard analysis, functional connectivity analysis does not indi-
cate causality or chemical mechanisms underlying brain activations.
Instead, it applies to the voxel-level and provides information of
time-course correlations between brain regions.

In modern psychology, researchers developed functional connec-
tivity analysis to model the brain as a network system character-
ized by principles of segregation and integration [5, 6]. Segregation
is similar to the idea of localization, where brain functions map
onto specific regions, but segregation assumes regions and their
processes are interactive [38]. The Human Connectome Project
began in 2009 to map all the distinct regions of the brain, finding
180 areas per hemisphere that are separated by function, cortical
architecture, or connectivity patterns [40]. There are temporal clas-
sifications as well, with some processes happening on the scale of
milliseconds [61] and other processes, such as learning or memory,
happening on the scale of weeks or years [42]. This modularity is in-
tegral for the brain’s adaptability, where one component can change
without affecting the rest of the system [5]. Informally phrased in
terms of graph theory, these modules represent nodes [6].

Regions are integrated with one another, communicating in-
formation to accomplish complex tasks, and are connected with
structural white matter [27, 70]. These links between regions can
be considered edges between nodes in the brain [49]. Researchers
have found that a region’s intrinsic and extrinsic connections are
entirely unique, going so far as to call each region’s pattern of
connections its ‘fingerprint’ [77]. It is important to note, however,
that two regions do not have to be structurally connected to be
functionally connected [53]. It is therefore difficult to understand
a module’s impact and role in a larger network without having
measures of its structural and functional connections.

In terms of graph theory or distributed systems, to the best
of our knowledge it is still unknown in the Psychology litera-
ture what the analogue of a message traveling between modules
is, but it is clear that complex behaviors and properties emerge

through an interaction between regions or nodes. Viewed from a
top-down perspective, these emergent behaviors and neural pro-
cesses are non-reducible [75]. With vision for example, we recog-
nize faces [39] and perceive motion [59], but even though vision
is a cohesive experience, these processes rely on the coordination
of different areas [100]. Participants have self-reported that prose
writing feels similar to code writing [63], but the unreliability of self-
reporting [55] warrants the use of neuroimaging and network-level
measurements to unravel the nuanced processes of coding.

Functional connectivity analysis has successfully been applied to
both resting-state and task-based experiments [36, 91]. In a resting-
state experiment design, participants are not presented any stimuli
and researchers can observe the spontaneous connections between
regions [12]. These analyses have been used to identify differences
between populations due to training [8], expertise [79], or even
creativity [68]. Similarly, task-based analyses can also recover the
same basic networks [30, 98]. In this paper, we apply functional
connectivity analysis to task-related designs to explore differences
in functional connectivity between different writing tasks.

2.3 Motivation: Functional Connectivity for SE
Functional connectivity analysis has been employedwith increasing
regularity in the cognitive science community, with over 130,000
functional connectivity studies published in the last ten years alone
[74]. Connectivity analyses have had a greater clinical impact than
fMRI on its own [36]. For example, these analyses have provided
insight for conditions such as depression [2], attention deficit hyper-
activity disorder (ADHD) [62], schizophrenia [3], and Alzheimer’s
disease [22], which cannot be localized to any specific region in
the brain. For depression, the effectiveness of medications can be
measured by calculating changes in correlation between regions
before and after treatment [2]. Researchers have been able to un-
cover atypical connections in hub regions for bipolar disorder and
schizophrenia, which are conditions affecting large networks in
the brain and are not traceable to specific modules [3]. Inspired
by research on functional connectivity in psychology, we believe
similar benefits for software engineering may be available.

We hypothesize that functional connectivity can clarify prevail-
ing ambiguities about the neurological basis of coding. Current
neuroimaging studies report activity in language areas as well as
spatial and mathematical reasoning areas while coding, but these
findings are not consistent across tasks [63, 86]. Researchers have
reported that code comprehension tasks elicit activity in language
and attention areas [86, 87], suggesting code comprehension is akin
to reading. In direct contrasts of code writing with prose writing
however, researchers have found comparatively more activity in
mathematical and spatial reasoning areas for programming [35, 55].
It is possible code comprehension is closer to prose reading than
code writing is to prose writing, but we do not know for sure. Array
and tree manipulation have elicited activity in regions associated
with spatial and mathematical reasoning [55], so it is also possible
only select subsets of coding activities rely on such processes.

Taken together, these findings suggest code reading and writing
are similar yet distinct from natural language processes. This dis-
tinction was broadly characterized by Floyd et al. who found the
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patterns of activation for code reading and prose reading can be dis-
tinguished with high accuracy [35], but this has not led to a closer
understanding of the network-level interactions that enable some-
one to write code. Looking to cognitive psychology, researchers
used functional connectivity in a similar situation where the find-
ings were different depending on researchers’ perspectives [90].
Castelhano et al. used a functional connectivity analysis to identify
a network involved in debugging, so we aim to build off their find-
ings and apply functional connectivity analysis to help reconcile
contradictory evidence in the field.

Functional connectivity is a theoretical shift in neuroimaging
analysis more than a technological advancement [6, 67], so further
data collection is not always necessary. Functional connectivity
analysis can be applied to existing neuroimaging data [83, 90]. In the
present study, we report on findings from a connectivity analysis
applied to fMRI data from Krueger et al. [63], which compares the
neural processes of programming and prose writing. The previous
publication by Krueger et al. found activity in left inferior frontal,
bilateral parietal, and bilateral temporo-occipital regions. In using
data from a previous experiment, we aim to demonstrate the efficacy
of reexamining archival data as our analysis techniques improve.

3 STUDY DESIGN AND METHODS
We claim no novelty in the experimental design, participant recruit-
ment or data acquisition associated with the archival dataset we
analyze. On the contrary, we view the applicability of functional
connectivity analysis to previously-collected archival data acquired
without knowledge of this technique as an advantage of our pro-
posed approach. This particular dataset comparing code writing
and prose writing was chosen because it is the most recent on the
topic, but the choice was otherwise arbitrary. We present a brief
summary of the study, tasks, and participants in the archival dataset
to provide context for interpreting our novel results, but clarify that
our contribution is in an analysis of, and discovery of new results
from, this existing data, and the proposal that others do the same,
rather than in the initial collection of this data.

3.1 Archival Data
Study Overview. In this paper, we reuse the data from a study

conducted by Krueger et al. [63] involving 30 (valid data from
29 of the participants) right-handed English speaking students (9
female, 1 fluid gendered) between the ages of 19–25 (𝑀 = 21.0,
𝑆𝐷 = 1.73) at a university in the United States. All participants were
either undergraduate or graduate computer sciences students and
conducted both code and prose writing tasks under an fMRI scan.
Demographic data, and cumulative GPA were also collected from
all participants. An MRI-safe keyboard was developed and used for
the purposes of data acquisition for that experiment [63, Sec. 3.4].
In total, that previous study provides a dataset of approximately
700 Gigabytes of raw fMRI scan data.

Writing Tasks. In the Krueger et al. study, participants com-
pleted blocks of 17 fill-in-the-blank (FITB) questions and 9 free-
response (FR) questions (as shown in Figure 2, retrieved from [63]).
In between each question or trial was a rest period during which a
fixation cross was presented on the screen for a random duration
of 2–10 seconds. There was a code writing condition and a prose

Table 1: Demographics of the participants from the Krueger
et al. [63] archival data analyzed in this paper.

Demographic Variables # Participants

Sex Male 16
Female 6

Gender
Men 16
Women 5
Fluid 1

writing condition for each type of block, FITB or FR, meaning there
were four blocks total (FITB Code, FITB Prose, FR Code, FR Prose).
Each block took about 20 minutes, and their order was pseudo-
randomized. For both sets of FITB questions, participants had 30
seconds to respond. FITB code questions were created from estab-
lished exercises in which part of the solution was replaced with a
blank line, and FITB prose questions were created from adapted
SAT questions specifically using non-math terms associated with
quantitative reasoning [63]. Participants had 60 seconds to respond
for all FR questions. FR prose questions were chosen from English
as a Second Language (ESL) prompts.

Participants. The Krueger et al. study produced raw fMRI scan
data from 22 participants after filtering for truncated ormissing scan
files. The 22 participants (5 female, 1 fluid gendered) were between
the ages of 19 and 25 (𝑀 = 21.2; 𝑆𝐷 = 1.93). The demographics of
the 22 participants is shown in Table 1. On average, participants
had a GPA of 3.4/4 (min = 2.7, max = 4, 𝑆𝐷 = 0.29).

3.2 Functional Connectivity Analysis
Functional connectivity analysis finds statistical relationships be-
tween the time series of recorded brain activations [26], establishing
the temporal coincidence of spatially distant neurophysiological
events [37]. Very informally, for a computing audience, this analysis
approach treats the brain as a graph in which the nodes correspond
to regions of the brain (e.g., separated by brain architecture, using
well-established bases such as the Human Connectome Project [40])
and the potential edges correspond to white matter links between
regions [49]. Medical imaging captures information over time: for
an individual carrying out a task, this corresponds to a time series of
snapshots of the same graph nodes but with different nodes active
at different points in time. The goal is to determine which of the
potential edges are actually used for coordination during a particu-
lar task and thus which connections are associated with complex
or emergent behavior. This is done via statistical inference: if the
pattern of activation in one node over time matches the pattern of
activation in another node over time, those nodes are said to be
functionally connected. See Section 2.2 for background information
on this technique.

In a typical fMRI study, the amplitude of the BOLD response for
each condition is estimated and then contrasted to determine where
in the brain activity is greater for one condition than another [35,
Sec. IV]. This type of analysis has the benefit of averaging over
multiple trials of the same condition to form a robust estimate of
the activity for that condition. However, this comes at the cost
of reducing the entire time-series to a single value per condition,
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Fill in the blank below.

Angered that the book arrived in the mail in such
shabby condition, Elliot insisted that the book-
seller it with a new copy.

(a) Prose Fill-in-the-Blank

What would happen if everyone lived in space?
(e.g., what type of houses would they live in?
What type of clothing would they wear?)

(b) Prose Free Response

Given two 3×5 2D arrays of integers x1 and x2,
write the code needed to copy every value from x1

to its corresponding element in x2.

1 for (int i=0; i < j; i++) {

2 for (int j=0; j < 5; j++) {

3 /* YOUR CODE HERE */

4 }

5 }

(c) Code Fill-in-the-Blank

Implement a function is sorted that accepts a
vector of integer values and returns true if it is
non-decreasing, and false otherwise.

(d) Code Free Response

Figure 2: Illustrative examples of four categories of stimuli covering code and prose in fill-in-the-blank and free response
scenarios. This figure is reproduced from Krueger et al. [63] to provide background information on the task types in the
archival dataset used in this paper.

which essentially ignores most of the data collected during an fMRI
scan and potentially loses valuable information.

Functional connectivity, on the other hand, uses the entire time-
series to match the pattern of the BOLD response between different
regions of the brain. Although the directionality of the functional
connectivity cannot be determined — in other words, a significant
correlation between regions does not provide information about
whether one region’s activity is causing the other region’s activ-
ity [9] — it can nevertheless serve as an indicator of the organization
of the brain. For example, functional connectivity shows reliable
correlations between functionally similar areas such as the motor
cortices [4], and functional connectivity between regions is strongly
correlated with the underlying structural connectivity of the white
matter tracts connecting those same regions [50].

This suggests that significant functional connectivity indicates
not just co-activation, but the transfer of information between
distant brain regions. Consequently, this method was best suited
for our objective of determining whether and where there were
differences in connectivity between conditions. This allows for
more sophisticated inferences about the communication between
brain regions under different cognitive conditions than is afforded
by traditional univariate analyses.

Medical imaging data provides a high-resolution time series of
snapshots of neural activity. Given that data, the key challenges
are thus: (1) to abstract a large number of three-dimensional voxels
into a small number of regions (nodes); and (2) to infer active
edges based on statistical correlations between time series of node
activations. We consider each challenge in turn. We used the CONN
toolbox software for our numerical analysis, which is a widely
used functional connectivity analysis packagewithwell-maintained
updates reflecting best practices [102]. The CONN toolbox is also
compatible with other popular Matlab Packages used for fMRI data
analysis (e.g., SPM).

3.2.1 Regions of the Brain. Multiple approaches have been pro-
posed for partitioning the brain into regions or nodes, called regions-
of-interest (ROIs) in the literature. Two common approaches include
the Brodmann Areas (BAs) [69] and the the Harvard-Oxford At-
las [18], both of which represent well-established ways of dividing
the brain based on behavior, anatomy and connectivity. In this pa-
per we use the Harvard-Oxford Atlas, the default cortical atlas in
the CONN toolbox.

Functional connectivity is typically computed one of three ways:
between every pair of voxels (called a voxel-to-voxel analysis),

between a seed area and and every other voxel (called a seed-to-
voxel analysis), or between pairs of regions (called an ROI-to-ROI
analysis). Because the number of voxels is large (e.g., hundreds of
thousands of voxel measurements may be taken in minutes [35,
Sec. IV-A]) but the number of regions is typically much smaller
(e.g., 48 cortical and 21 subcortical structural areas in the Harvard-
Oxford Atlas), voxel-to-voxel analyses may complicate statistical
analyses or otherwise suffer from scalability concerns [102, p. 129].
By contrast, the high level of abstraction in ROI-to-ROI analyses
can lead to false positive concerns.

Since ROI-to-ROI and voxel-to-voxel approaches are more ex-
ploratory, we follow established practice in Psychology and use the
seed-to-voxel analysis to uncover connectivity patterns given prede-
termined ROIs. We propose the use of seed-to-voxel analyses for the
analysis of such software engineering data: they “show high reliabil-
ity for well-characterized seed locations in resting state functional
connectivity, both when using correlation- and regression-based
measures to characterize functional connectivity” [102, p. 137]. This
is appropriate in this context because previous work has identi-
fied and characterized seed regions relevant for various software
engineering tasks. That is, the archival data that we propose to
analyze, and other previously-published papers in software engi-
neering (e.g., [63, 86]), already report regions of interest as a natural
output of their non-connectivity analyses. Theoretically, functional
connectivity analysis can be done independently (i.e., without any
prior knowledge of pre-determined ROIs) with the ROIs selected by
researchers. In practice, standard modular analysis (e.g., [63]) can
first provide knowledge about ROIs to guide connectivity analysis
while connectivity analysis can reveal truth that may be overlooked
in modular analysis.

For our analysis, seed regions were chosen using results the
published results of Krueger et al. [63]. In that paper, the authors
reported localized brain activity based on Brodmann Areas [69],
which were mapped to the Harvard-Oxford Atlas [18] automati-
cally [102]. In particular, BA regions reported as having significant
activity for the coding condition [63, Sec. 5.2–5.4] were taken as a
potential ROIs. For this analysis, we chose a subset based on their
overlap with the language network [33], and the peak regions of
activity shown in Figures 5 and 7 of Krueger et al. [63]. Table 2 lists
the seed regions used in this study as well as their associated BA
regions.

3.2.2 Connectivity Inference. In this domain, resting-state func-
tional connectivity is the correlation between two time-series from
different regions of the brain. We employ a seed-to-voxel approach,
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which first averages the time-series of all the voxels within a given
region of interest. This averaged time-series is then correlated with
the time-series of every other voxel in the brain to generate a whole-
brain connectivity map.

The correlation coefficient 𝑟 can be calculated by cross-correlating
the static time-series of an ROI, represented by 𝑥 , with the time-
series of another voxel, represented by 𝑦:

𝑟 = (𝑥𝑡 · 𝑥)1/2 · 𝑏 · (𝑦𝑡 · 𝑦)−1/2

Where 𝑏 represents the bivariate regression coefficient, calculated
with the following formula:

𝑏 = (𝑥𝑡 · 𝑥)−1 · (𝑥𝑡 · 𝑦)
Once 𝑟 is calculated, it is then transformed to a 𝑧-value using
Fisher’s inverse hyperbolic tangent function to make the values
more closely approximate a normal distribution [102]. This is done
to ensure that the assumption of normality is not violated for a
second-level general linear model, as the untransformed correlation
values tend to be skewed in the positive direction [102].

This 𝑧 value is subsequently considered for significance during
a two-step threshold to correct for false positives and multiple
comparisons at the group level. In our analyses, an initial voxel-
wise threshold of 𝑝 < 0.001 creates clusters that are composed of
individual voxels each passing a 𝑝 < 0.001 threshold, and then
a further cluster-wise alpha threshold of 𝑝 < 0.05 only lets pass
those clusters that, informally, we would see 5% of the time or less
due to chance. The relatively conservative voxel-wise threshold we
employ is to keep the nominal false positive rate below the 5% level,
due to high autocorrelation in the fMRI signal [28].

3.2.3 Analysis Summary. The ultimate result of this analysis is a
set of statistically-significant functional connections for a particular
task (e.g., code writing). Informally, these are edges in the brain
graph that denote temporal correspondences between spatially-
distant neural regions. Because many complex cognitive activities
involve coordination between multiple brain regions, functional
connectivity has the potential to reveal insights and relationships
not visible to previous, typical fMRI analyses.

4 RESULTS AND ANALYSIS
In this section, we investigate the following research questions,
especially considering the relevant comparisons to the research
questions explored in Krueger et al. [63]:
RQ1. How are brain regions involved in coding functionally con-

nected to one another? Are there connections to brain re-
gions involved in prose writing?

RQ2. How do fill-in-the-blank tasks compare to free response tasks
in coding and prose writing?

RQ3. Do regions involved in the language network directly inter-
act with regions involved in coding?

RQ4. What connections between brain regions are mediated by
expertise in software engineering?

To answer the research questions, we analyze and discuss the re-
sults of functional connectivity analysis. All results are summarized
in Table 2. For each seed region (column Seed Regions), we list the
brain regions with which it has significant functional connectivity
for three contrasted conditions: Code > Prose, FR Code > FR Prose,

and FITB Code > FITB Prose. Table 2 also lists the covariate analysis
results of functional connectivity on expertise (measured by GPA).
In this table, the BA Regions column lists the corresponding BA
regions for every seed region to make it easier for readers to cross-
reference with the original results [63], from which we obtained
the archival dataset. Figures 3 and 4 accompany the table with
visual plots of results from the connectivity analysis (voxel-wise
𝑝 < 0.001, cluster corrected at 𝑝 < 0.05).

4.1 RQ1 — High Level Code Writing vs. Prose
Writing in Connectivity Analysis

Figure 3 summarizes our functional connectivity results for multiple
seed regions; to explore general differences between the connectiv-
ity patterns of code writing and prose writing, we consider the Code
> Prose) row. This row aggregates across both fill-in-the-blanks
and free response tasks and corresponds to (FITB Code + FR Code
> FITB Prose + FR Prose). Values associated with the figure can be
found in Table 2. For clarity, we separate the statistical results from
the implications.

Statistical Results. Using the medial prefrontal cortex (MPFC,
BA 6, 8) as a seed region revealed no significant differences in
functional connectivity for code writing compared to prose writ-
ing. Using the left middle temporal gyrus (LMTG, BA 19, 37) as a
seed region revealed significant functional connectivity for cod-
ing compared to prose in the left inferior temporal gyrus (LITG,
BA 37; MNI: −54,−46,−8) with a cluster of 422 voxels and a peak
t-statistic of 6.45 (𝑝 < 0.001). The right superior parietal lobule
(RSPL, BA 5, 7) demonstrated significant functional connectivity
with numerous regions, primarily for prose writing, including the
right supramarginal gyrus (BA 40; MNI: 54,−20, 28; 𝑘 = 1333; peak
𝑡-statistic = −8.24; 𝑝 < 0.001), the central opercular cortex (BA
41; MNI: −40, 2, 12; 𝑘 = 178; peak 𝑡-statistic = −4.9; 𝑝 = 0.03), and
the right insular cortex (MNI: 40, 2,−2; 𝑘 = 176; peak 𝑡-statistic
= −4.83; 𝑝 = 0.03). The RSPL also demonstrated significant func-
tion connectivity with the left middle-frontal gyrus (LMFG, BA
46; MNI: −30, 10, 34) for coding (𝑘 = 344; peak 𝑡-statistic = 5.72;
𝑝 = 0.001). Using the left inferior frontal gyrus (LIFG, BA 44) as a
seed region revealed a significant functionally connected cluster in
the right inferior temporal gyrus (RITG, BA 37; MNI: 50,−44,−8)
for coding (𝑘 = 428; peak 𝑡-statistic = 5.89; 𝑝 < 0.001). Using the
right inferior frontal gyrus (RIFG, BA 44) as a seed region revealed
significant functional connectivity in a cluster in the anterior cin-
gulate cortex for writing (MNI: −6,−6, 30; 𝑘 = 210; peak 𝑡-statistic
= −6.90; 𝑝 = 0.015). The FR Code > FR Prose contrast revealed signif-
icant functional connectivity with two seed regions: the LMTGwith
the left temporal pole (LTP, BA 38; MNI: −34, 18,−28; 𝑘 = 393; peak
𝑡-statistic = −6.09; 𝑝 < 0.001), and the RSPL with the right supra-
marginal gyrus (MNI: 56,−22, 30; 𝑘 = 226; peak 𝑡-statistic = −5.55;
𝑝 = 0.01). The FITB Code > FITB Prose contrast also revealed sig-
nificant functional connectivity with two seed regions: the LMTG
with the LITG (MNI: −60,−52,−12; 𝑘 = 324; peak 𝑡-statistic = 6.6;
𝑝 < 0.01) and the RSPL with the right perietal operculum cortex
(RPOC, BA 41; MNI: 44,−40, 32; 𝑘 = 244; peak 𝑡-statistic = −5.52;
𝑝 < 0.01).
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Table 2: Seed regions and regions revealed by the functional connectivity analysis (𝑘 = cluster size (voxels); 𝑡 = peak 𝑡-statistic;
𝑝 = voxel-wise 𝑝-value; “—” = no significant result).

Seed Regions BA Regions Code > Prose FR Code > FR Prose FITB Code > FITB Prose GPA

MPFC (6, 8) — — — —

LMTG (19, 37) • LITG (−54,−46,−8) • LTP (−34, 18,−28) • LITG (−60,−52,−12) —
𝑘 = 422; 𝑡 = 6.45;𝑝 < 0.001 𝑘 = 393; 𝑡 = −6.09;𝑝 < 0.001 𝑘 = 324; 𝑡 = 6.6;𝑝 < 0.01

RSPL (5, 7)

• RSG (54,−20, 28) FR Code > FITB Code:
𝑘 = 1333; 𝑡 = −8.24;𝑝 < 0.001 • LLOC (−34,−86, 28)
• LMFG (−30, 10, 34) 𝑘 = 218; 𝑡 = −5.88;𝑝 < 0.05
𝑘 = 344; 𝑡 = 5.72;𝑝 < 0.001 • RSG (56,−22, 30) • RPOC (44,−40, 32) • RAG (64,−40, 40)
• COC (−40, 2, 12) 𝑘 = 226; 𝑡 = −5.55;𝑝 < 0.05 𝑘 = 244; 𝑡 = −5.52;𝑝 < 0.01 (𝑘 = 188; 𝑡 = 4.79;𝑝 < 0.05)
𝑘 = 178; 𝑡 = −4.9;𝑝 < 0.05 FR Code > FR Prose:
• RIC (40, 2,−2) • LFOC (−26, 46,−10)
𝑘 = 176; 𝑡 = −4.83;𝑝 < 0.05 𝑘 = 523; 𝑡 = −5.34;𝑝 < 0.001

LIFG (44) • RITG (50,−44,−8) — — —
𝑘 = 428; 𝑡 = 5.89;𝑝 < 0.001

RIFG (44) • ACC (−6,−6, 30) — — —
𝑘 = 210; 𝑡 = −6.9;𝑝 < 0.05

Brain region acronyms: MPFC = medial prefrontal cortex; LMTG = left middle temporal gyrus; RSPL = right superior parietal lobule; LIFG = left inferior frontal gyrus; RIFG = right
inferior frontal gyrus; LITG = left inferior temporal gyrus; RSG = right supramarginal gyrus; LMFG = left middle frontal gyrus; COC = central opercular cortex; RIC = right insular
cortex; RITG = right inferior temporal gyrus; ACC = anterior cingulate cortex; LTP = left temporal pole; RPOC = right parietal operculum cortex; LLOC = left lateral occipital cortex;

RAG = right angular gyrus; LFOC = left frontal orbital cortex.

Figure 3: Function connectivity results using five seed regions (listed in the Seed location row): the medial prefrontal cortex
(MPFC), left middle temporal gyrus (LMTG), right superior parietal lobule (RSPL), left inferior frontal gyrus (LIFG), and right
inferior frontal gyrus (RIFG), (p < 0.05, uncorrected). Red corresponds to positive numbers in the contrast (left of the > symbol),
and blue corresponds to negative numbers (right of the > symbol) in Table 2.

Implications. Krueger et al. reported higher brain activity for
prose writing in the LMTG and higher brain activity for code writ-
ing in the LITG. Here we report significant functional connectivity
between the LMTG and the LITG. These regions are adjacent to
one another and implicated in semantic language processes [21].

Activity in both regions has been reported in previous code compre-
hension [86] and debugging studies [24], but we present the first
evidence of significant functional connectivity between the two.

We also find the RSPL has more functional connectivity on the
right hemisphere for prose writing compared to code writing, as
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seen in Figure 3. Notably, this region displays significant functional
connectivity with other regions for both code writing and prose
writing, demonstrating that this area is involved in both processes.
Previous findings reported higher activity for code writing in the
RSPL [63], while we find stronger functional connectivity in this
region for prose writing. We claim these findings are not necessarily
contradictory since both analyses are measuring different features
of brain functionality.

Previous findings report activity in the LIFG for both prose and
code writing, but higher activity for prose writing in the FR Code >
FR Prose contrast. This region was significantly functionally con-
nected to the right inferior temporal gyrus (RITG). The LIFG is a
component of the language network [33] and the RITG has been im-
plicated in mathematical operations [51]. These results have larger
implications for codewriting and prose writing, which are discussed
inmore detail in ResearchQuestion 3. Activitywas previously found
for code writing in the anterior cingulate cortex [63], which is im-
plicated in a broad array of higher cognitive functions [13]. We find
this region demonstrates significant functional connectivity with
the RIFG which has been implicated in inhibitory functions [47].

We find an overlap of functional connectivity patterns for code
writing and prose writing. There is a stronger connection for
code writing among regions associated with semantic processing
in natural language. Previous SE studies reported activity in
both regions in different contexts, but we show a functional link
between the two. The right superior parietal lobule, associated
with visuospatial functions, shows significant connectivity with
other regions for both code and prose writing.

4.2 RQ2 — Effects of Task and Language Types
on Brain Function Connections

To explore the varying demands of the fill-in-the blank tasks and
free response tasks, we analyzed FR Code > FITB Code and FR Prose
> FITB Prose contrasts. These tasks did not yield any significant
differences in functional connectivity, and are not shown in a table
or figure. This might suggest there is a main effect of either coding
or prose writing that outweighs any differences in functional con-
nectivity between the two tasks. A slightly different interpretation
might be there is little variation in the cognitive demands of both
types of tasks. A task difference is uncovered for FR Code > FITB
Code when participants’ GPA is included as a covariate, which can
be seen in the rightmost column of Table 2. These results related to
expertise are discussed in more detail in Research Question 4.

Significant functional connectivity differences among brain re-
gions exist between language types (code vs. prose) but not be-
tween task types (fill in the blank vs. long response).

4.3 RQ3 — Language and Coding Connections
To investigate if the regions of the language network interact with
regions involved in code writing, we consider the significant func-
tional connectivity between the LIFG and the RITG in the Code >
Prose contrast (MNI: 50,−44,−8; 𝑘 = 428; peak 𝑡-statistic = 5.89;
𝑝 < 0.001, uncorrected), which is shown in the Code > Prose row

Figure 4: Functional connectivity results for expertise anal-
ysis using GPA. Only correlations that reached significance
are plotted (𝑝 < 0.05). These were in the FR Code > FR Prose
and FR Code > FITB Code contrasts with the right superior
parietal lobule (RSPL) as a seed region. Red corresponds to
FR Code in both images, and blue corresponds to FR Prose
and FITB Code, from left to right.

and LIFG column of Figure 3. Table 2 shows the values associated
with the figure.

The LIFG is historically one of the primary regions associated
with language production, called Broca’s Area, and has been im-
plicated in grammar as well as syntactic and semantic processing
[45]. The RITG is known as the Number Form Area (NFA), and has
been associated with visual processing of arabic numbers [105],
nonsymbolic mathematics [51], geometry [1], and equation com-
prehension [1]. Activity in the RITG was reported previously by
Krueger et al. in contrasts comparing code writing and prose writ-
ing. While activity in this region was then interpreted as evidence
that code writing and prose writing are distinct from one another,
here we show a strong link between language and mathematical
processing. This suggests the answer to the question whether cod-
ing is the same as or different from prose writing is more nuanced.
Both processes overlap with language regions, but coding involves
at least one region (the NFA) unique to the complex cognitive task
of programming.

Unlike previous work that found code and prose writing to be
distinct, we find a significant functional connection (𝑝 < 0.001)
between Broca’s area, a primary region of the language network
involved in grammar and semantics, and a coding region involved
in higher level mathematical operations, the Number Form Area.

4.4 RQ4 — Expertise in Code Writing
We explored the effects of expertise on changes in functional con-
nectivity for code writing compared to prose writing. Figure 4 and
the rightmost column of Table 2 show the functional connectivity
between regions that is significantly impacted by participants’ GPA.
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As in previous questions, we see that the RSPL shows the highest
amount of connectivity out of the seed regions chosen. For the
FR Code > FR Prose contrast, activity in the RSPL becomes signifi-
cantly more correlated with activity in the left frontal orbital cortex
(MNI: −26, 46,−10; 𝑘 = 523; peak 𝑡-statistic = −5.34; 𝑝 < 0.001)
as GPA increases. For the FR Code > FITB Code contrast, as GPA
increases we find activity in the RSPL becomes significantly more
correlated with activity in the right angular gyrus (RAG, BA 40;
MNI: 64,−40, 40) for free response as opposed to fill in the blank
(𝑘 = 188; peak 𝑡-statistic = 479; 𝑝 = 0.03) and the left lateral occipi-
tal cortex (LLOC, BA 19, 39; MNI: −34,−86, 28) for prose (𝑘 = 218;
peak 𝑡-statistic = −5.88; 𝑝 = 0.01).

Previous results cited activity in the fusiform gyrus as potential
evidence of expertise [63], but cognitive psychologists are effec-
tively using functional connectivity analysis to determine how
the interaction between regions is mediated by proficiency [79].
Here we measure expertise in computer science by considering
CS students’ cumulative GPA. We find the RSPL, which has been
implicated in visuospatial processing [16], exhibits different pat-
terns of functional connectivity for both code and prose writing
as GPA increases. These regions include the RAG for coding and
the LLOC for prose. Increased functional connectivity with the
RAG is particularly interesting within the coding tasks, as research
finds this region is involved in math competence [44], mental arith-
metic [43], and memory specifically related to mathematics [43],
such as maintaining a mental representation of a number line [41].

We find functional connectivity from the right superior parietal
lobule as a seed region is significantly modulated by GPA in
the FR Code > FITB Code contrast with a region involved in
mathematical calculation and memory. The RSPL again shows
the highest amount of connectivity in our present findings.

5 LIMITATIONS
The first potential limitation in the current study is the intrinsic
susceptibility to noise in functional connectivity analysis, especially
to participants’ motion in the scanner [97]. Considering functional
connectivity analysis seeks to correlate patterns of brain activity
between regions, participants moving their heads can affect entire
brain scans at once, potentially leading to false positive results. To
mitigate these effects, participants were preemptively instructed
to remain still during the experiment. The data used in the current
experiment are also processed and denoised specifically for these
types of noise artifacts by preprocessing software [102]. Scan data
are considered usable for functional connectivity if less than 10% of
volumes are flagged as problematic due to scanner issues or motion.
No participants in the current analysis met that threshold.

Recently, there have been concerns related to the reliability of
functional connectivity results. Researchers have identified im-
portant factors for increasing reliability, such as scan length, task
design, and number of subjects. The current experiment follows
guidelines presented by Noble et al. [76], even though the tasks
were originally designed without considering reliability measures
for functional connectivity. For instance, the average scan length
analyzed by Noble et al. was 9.7 minutes (𝑆𝐷 = 6.56). Participants
in the data analyzed here completed 4 scans, each of which was

roughly 20 minutes long, well above the average considered for
good reliability. Noble et al. also report greatest reliability for ex-
perimental designs in which participants were awake and engaged
in a task. Participants in the data analyzed here completed timed
fill-in-the-blank and free response questions with breaks of 2–10
seconds in between trials, so there was little chance for subjects
to sleep. Group level results also show functional connectivity in
areas associated with attention and working memory, empirically
suggesting subjects were actively engaged. Another potential limi-
tation of the current study is the sample size. The samples analyzed
here are comparable to other fMRI studies considered by Noble et
al. (𝑀 = 25.59; 𝑆𝐷 = 12.92, corrected for outliers).

We acknowledge the use of cumulative GPA as a proxy for ex-
pertise may not effectively measure programming proficiency in
computer science undergraduate and graduate students. Coding
expertise has proved difficult to gauge [35, 64]. GPA has been found
to correlate with learning as well as aptitude [89]. Previous work
in the field has also used GPA [35], self-reporting measures [64],
and status as either an undergraduate or graduate student [101].
We also note that functional connectivity analyses can be applied
to this archival dataset with relative ease, even though the dataset
was collected with modular analyses in mind.

The authors of the dataset we analyze considered threats to va-
lidity as well [63], which we will summarize here. Krueger et al.
were primarily concerned with task design and whether chosen
prompts genuinely tapped into the neurological processes of code
writing and prose writing. This was accounted for in the experi-
mental design by including both fill-in-the-blank questions and free
response questions. Those authors also cited concerns that reading
the prompts themselves affected brain activity measurements. This
possible confound was accounted for in experimental contrasts,
where overlapping activity between the two tasks was cancelled
out. Lastly, the dataset authors considered the homogeneity of the
subjects’ experience with computer science. Participants had, on
average, taken 5.2 semesters worth of computer science course-
work, but no significant findings were claimed at the individual
level, only at the group level.

6 RELATEDWORK
In this section, we present our findings in context with previous
research.

Neuroimaging in Computer Science. There is a growing in-
terest in understanding the neural basis of software engineering
[15, 19, 24, 31, 35, 54, 56, 57, 73, 78, 86], most of which have been
conducted in the last five years. Recent studies have primarily used
fMRI [54, 55, 63, 78, 86], fNIRS [31, 54, 56, 73], and occasionally
EEG [19] to explore the neurological patterns in programming
activities. These studies investigated code comprehension [86], ex-
pertise [64], code review [54, 96], debugging [15, 24], data structure
manipulation [55], and code writing [63].

We consider the work of Krueger et al. to be closest to our cur-
rent work because we use the same fMRI data [63]. Their study
examined code writing against prose writing to compare the under-
lying cognitive bases of the two processes. Two types of questions,
fill-in-the-blank and free response, were used to further hone in on
the nuanced distinctions between the two.
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Functional Connectivity. In the 1990s, researchers first mea-
sured the functional interactions between brain regions [37]. Friston
defined functional connectivity in 1993 as “temporal correlations be-
tween remote neurophysiological events” [37], finding that verbal
fluency relied on different networks in the brain. Functional con-
nectivity analysis today has been used with increasing frequency
to study a wide range of cognitive processes. Functional connec-
tivity has been used to examine the effects of acupuncture [81],
meditation [94], aging [32], and even baseball [85]. These versa-
tile analyses have had a great clinical impact [36], such as set-
tling contradictory neuroimaging results to advance researchers’
understanding [90, 104], and elucidating neurological changes re-
lated to expertise [68, 79]. These findings helped form the basis for
the current study. We present findings that illustrate neurological
differences related to expertise on code writing, which has been
overlooked using localization-based analysis, and help classify the
neural substrates of programming. We are aware of one previous
paper that applies functional connectivity analysis to neuroimaging
data in software engineering [15]. This study identified a top-down
network involved in decision making and error detection associated
with debugging.

Expertise in Programming. Several studies examining the cog-
nitive processes of coding have looked at programming expertise
and whether there are generalized differences between experts and
novices. In their 2014 paper, Siegmund et al. found both positive and
negative correlations between activation strength of certain brain
regions and programming experience. Floyd et al.’s work found
the neural representations of natural and programming languages
to be distinct, but that those differences are modulated by exper-
tise [35]. However, Krueger et al.’s study, the closest study to this
presented work, reported no significant evidence indicating the
effects of expertise on the contrast between code and prose writ-
ing. Our primary objective with applying functional connectivity
analysis was to clarify previous findings, and our results show the
interaction between two distinct regions is mediated by expertise
(see Section 4.4). Siegmund et al. used BA 40 in their analysis of
expertise, which overlaps with the angular gyrus reported in our re-
sults. Interestingly, Siegmund et al. find a weak positive correlation
between Java knowledge and this region on code comprehension.
Instead of investigating the effect of expertise on brain activation
patterns and associated functions, other work has tried to judge
differences between novices and experts by measuring cognitive
effort with neuroimaging. For exmaple, Lee et al. used EEG and
found experts showed more high-frequency brain waves compared
to novices in the left prefrontal and left premotor regions in code
comprehension [64].

Code, Prose, and Writing. There is a long-standing interest
in improving programming productivity in software engineering.
Researchers have designed software tools and interfaces to increase
developers’ productivity [88], and have investigated different pro-
gramming languages for different user groups [82] to develop ef-
fective CS education strategies [84]. Before the first medical imag-
ing study examining the neurological patterns of code writing by
Krueger et al. in 2020, researchers conducted behavioral studies to
understand the psychology of code writing, including the cognitive
load [11] and impact of expertise [106] on code writing.

In comparison, prose writing has been investigated on both be-
havioral and neurological levels for a much longer span of time. For
example, psychologists have proposed a theory of the cognitive pro-
cesses of writing in early 1980s [34], and have studied the effects of
expertise and second-language proficiency to the second-language
writing performance [20], effective methods for developing exper-
tise in English as a Second Language students [65], and a social
apprenticeship model for gaining writing expertise [7]. Further-
more, with medical imaging and the standard modular analyses,
researchers have located brain activity for prose writing in the
left hemisphere, particularly the left superior parietal lobe [72].
Other medical imaging studies have been conducted to investigate
the brain’s writing center during both left- and right-handed writ-
ing tasks [92] and to identify brain regions that are consistently
involved in prose writing tasks [80]. Moreover, functional connec-
tivity analysis has also been used in prose writing. For instance,
in handwriting, researchers used traditional modular analyses and
found regions-of-interest that distinguished motor processes from
cognitive processes, and later only by employing functional con-
nectivity analysis clarified those links [104]. The results presented
in this paper follow exactly that pattern (e.g., Krueger et al. [63]
and Ivanova et al. [57] identified regions of interest via modular
analyses that served as the basis for our connectivity analysis), and
we anticipate more such results to come from connectivity analysis
applied to software engineering.

7 DISCUSSION
In this section we consider our results from a broader perspective
and propose directions for future research.

Perhaps most intriguing is the finding of a functional link be-
tween Broca’s area in the left inferior frontal gyrus and the Number
Form Area in the right inferior temporal gyrus. Broca’s area was
identified by Paul Broca in 1865 as an integral region of the lan-
guage network [10], which has been consistently supported by
modern medical imaging studies examining language [33]. The
number form area has been studied extensively as well, finding this
area is involved in equation comprehension [1], and nonsymbolic
mathematics [51]. To the best of our knowledge, no psychology
research studying this area has examined coding, or reported a
connection between the NFA and coding (cf. [1, 46, 105]).

Finding a significant, functionally connected cluster between
the NFA and Broca’s area implies the neural basis of coding is
intrinsically tied to language processes, but intuitively, is set apart
from language by enlisting nonsymbolic mathematical operations.
This has implications for computer science education and training,
especially considering findings reported by Endres et al. that spatial-
like processing was less correlated with improved performance for
novices learning to program [29]. The results were unexpected for
Endres et al., but are supported by our current findings.

This link between code writing and prose writing is further sup-
ported by our other results, including the significant functional
connectivity between two left temporal regions involved in seman-
tic processing. This evidence again suggests coding relies on similar
processes as natural language. Future research may consider par-
ticular hypotheses to untangle the basis for this finding, such as
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whether or not participants maintain values assigned to variables
in working memory.

Our finding that a single region on the right hemisphere demon-
strates significant functional connections with areas for both code
writing and prose writing exposes avenues for future research as
well. This region had the most connections compared to the other
seed regions, and on both hemispheres, which might suggest this
region acts as a hub. Many of the destination areas have been im-
plicated in sensation [48], attention [58], and working memory
[66]. For our analysis of expertise, we find the RSPL becomes more
functionally connected to the RAG, which is associated with men-
tal calculation [43] and mathematical memory [41]. Disentangling
these various connections might provide a more fine-grained un-
derstanding of the differences between code writing and prose
writing.

At a high level, the new findings revealed in the functional con-
nectivity analysis about the connections between code and prose
writing (as discussed above) may also bring in more thoughts on
new programming paradigms as described in Knuth’s early work on
literate programming [60]. We hope our work can provide a starting
methodology for future investigations on functional connectivity
in software engineering tasks.

Measures of localized brain activity have provided the first look
at the neural substrate of programming, but characterizing these
complex processes in terms of brain activations has led to ambiguity
and conflicting evidence. Uncovering these new results by applying
functional connectivity analysis to archival fMRI data indicates
the viability of this approach, and its potential to advance our
understanding of the cognitive processes of coding.

8 CONCLUSION
Standard analyses of fMRI data assume brain regions are inde-
pendent from one another, and may overlook or mischaracterize
neurological findings. Brain regions are inherently interactive, con-
nected to one another structurally and functionally.We propose that
computer scientists use functional connectivity analyses, which
consider temporal connections between spatially-distinct brain re-
gions. We applied functional connectivity analysis to archival data
to uncover new results related to the neural basis of code writing
and coding expertise. We find the left inferior frontal gyrus, known
as Broca’s area, is functionally connected to the left inferior tempo-
ral gyrus, known as the Number Form Area for coding compared
to prose writing (𝑝 < 0.001). Researchers in psychology are still
studying this region to understand its role in mathematical pro-
cesses, and to the best of our knowledge, have not reported findings
related to coding in this area. Showing a functional link between
Broca’s Area and the Number Form Area uncovers a strong link
between language and mathematics in characterizing the neural
basis of coding.

We find the right superior parietal lobule (RSPL) exhibits signifi-
cant functional connectivity with numerous regions across tasks,
and may act as a hub for code writing and prose writing. The func-
tional connectivity of the RSPL was modulated by expertise as well,
which was measured using participants’ GPAs. As participants’
GPAs increased, the functional connectivity between the RSPL and
the RAG increased for free-response coding questions compared to

fill-in-the-blank coding questions (𝑝 < 0.05). Processes related to
mental calculation and mathematical memory have been attributed
to the RAG, suggesting expertise might modulate the correlation
between visuospatial processing and mental calculation. Previous
studies have used different metrics to locate neurological differences
attributable to expertise. We build off these findings by showing a
significant link between two regions that varies with proficiency.

While one study in the psychology literature has considered
connectivity for computing, to the best of our knowledge this is the
first to perform a large-scale, seed-to-voxel functional connectivity
analysis on archival data and explain the technique for a computing
audience. We demonstrate this analysis technique can uncover
new results in archival data, clarify ambiguities, and advance our
understanding of coding in the brain.
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