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Chatbots

• Sometimes for fun
• Originally designed as a testbed for clinical therapy
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Chatbots

• ELIZA (1966)
• PARRY (1968)
• The first system to pass the Turing test!

• ALICE (2001), based on ELIZA
• CLEVER (https://www.cleverbot.com/)
• Microsoft Little Bing (aka Xiaoice,  小冰, still updating)
• “The Design and Implementation of XiaoIce, an Empathetic Social Chatbot”

• chats with people on text messaging platforms
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Chatbot Architectures

•Rule-based (early systems)
•Pattern-action rules (Eliza)
•+ a mental model (Parry)

•Corpus-based (from large chat corpus)
• Information retrieval
•Neural network-based generation models

•Hybrid of the two
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Eliza: Weizenbaum (1966)
Men are all alike.
IN WHAT WAY
They're always bugging us about something or other. 
CAN YOU THINK OF A SPECIFIC EXAMPLE 
Well, my boyfriend made me come here.
YOUR BOYFRIEND MADE YOU COME HERE 
He says I'm depressed much of the time.
I AM SORRY TO HEAR YOU ARE DEPRESSED 
...
WHO ELSE IN YOUR FAMILY TAKES CARE 0F YOU?
My father
YOUR FATHER
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You are like my father in some ways.
WHAT RESEMBLANCE DO YOU SEE
You are not very aggressive but I think you don’t want me to notice that.
WHAT MAKES YOU THINK I AM NOT AGGRESSIVE
You don’t argue with me.
WHY DO YOU THINK I DON’T ARGUE WITH YOU
You are afraid of me.
DOES IT PLEASE YOU TO BELIEVE I’M AFRAID OF YOU
My father is afraid of everybody.
WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR FATHER
Bullies.
DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR BOYFRIEND 
MADE YOU COME HERE
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Domain: Rogerian psychology interview

Draw the patient out by reflecting patient’s statements back at them
Rare type of conversation in which one can “assume the pose of 
knowing almost nothing of the real world”

Patient: "I went for a long boat ride”
Psychiatrist: "Tell me about boats”

• You don’t assume she didn’t know what a boat is
• You assume she had some conversational goal
• Most chatbots trying to pass Turing test choose a domain with similar 

properties
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Eliza pattern/transform rules
(0 YOU 0 ME)    [pattern]

à

(WHAT MAKES YOU THINK I 3 YOU) [transform]

You hate me

WHAT MAKES YOU THINK I HATE YOU

0  means kleene star (zero or more of some words)
The 3 is the constituent number in pattern
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Eliza Rules

A formal notation in which to represent the decomposition 
template is: 

(0 YOU 0 ME) 

and the reassembly rule 

(WHAT MAKES YOU T H I N K  I 3 YOU). 

The "0" in the decomposition rule stands for "an in- 
definite number of words" (analogous to the indefinite 
dollar sign of COMIT) [6] while the "3" in the reassembly 
rule indicates that  the third component of the subject 
decomposition is to be inserted in its place. The decom- 
position rule 

(0 YOU 1 ME) 

would have worked just as well in this specific example. A 
nonzero integer "n"  appearing in a decomposition rule 
indicates that the component in question should consist 
of exactly "n"  words. However, of the two rules shown, 
only the first would have matched the sentence, " I t  seems 
you hate and love me," the second failing because there is 
more than one word between "you"  and "me". 
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Fro. 1. :Keyword and rule list structure 

in  ELIZA the question of which decomposition rules to 
apply to an input text is of course a crucial one. The input 
sentence might have been, for example, " I t  seems that  
you hate," in which ease the decomposition rule (0 YOU 
0 ME) would have failed in that  the word " M E "  would 
not have been found at all, let alone in its assigned place. 
Some other decomposition rule would then have to be 
tried and, failing that,  still another until a match could 
be made or a total failure reported. ELIZA must therefm~ 
have a mechanism to sharply delimit the set of decom- 
position rules which are potentially applicable to a cur- 
rently active input sentence. This is the keyword mecha- 
nism. 

An input sentence is scanned from left to right. Each 
word is looked up in a dictionary of keywords. If a word 
is identified as a keyword, then (apart from the issue of 
precedence of keywords) only decomposition rules con- 
taining that  keyword need to be tried. The trial sequence 
can even be partially ordered. For example, the decom- 
position rule (0 YOU 0) associated with the keyword 
"YOU" (and decomposing an input sentence into (1) all 
words in front of "YOU", (2) the word "YOU", and (3) 
all words following "YOU") should be the last, one tried 
since it is bound to succeed. 

Two problems now arise. One stems from the fact tha t  

almost none of the words in any given sentence are repre. 
sented in the keyword dictionary. The other is that of 
"associating" both decomposit;ion and reassembly rules 
with keyword~-;. The iirst is serious in that  the determina- 
tion that  a word is not in a dictionary may well require 
more computation (i.e., time) than the location of a word 
which is represented. The attack on both problems begins 
by placing both a keyword trod its associated rules on a 
list. The basic format of a typical key list is the following: 

(K ((D0 (R~. t) (R~, 2) " '" (Rt . . . .  )) 
((D2) (R2. ~) (R2.2) " "  (R2.,,,~)) 

: 

((D,~) (R,,, ~) (taw, ~) . . .  (R,~, . ~ ) ) )  

where K is the keyword, D, the it, h decomposition rule 
associated with K and R¢, ~ the j t h  reassembly rule ass0. 
ciated with the i th decomposition rule. 

A common pictorial representation of such a structure 
is the tree diagram shown in Figure 1. The top level of 
this structure contains the keyword followed by the names 
of lists; each one of which is again a list structure beginning 
with a decomposition rule and followed by reassembly 
rules. Since list structures of this type have no predeter- 
mined dimensionality limitations, any number of decom- 
position rules may be associated with a given keyword and 
any number of reassembly rules witch any specific decom- 
position rule. SLiP i8 rich in functions that  sequence over 
structures of this type efficiently. Hence programmin 
problems are minimized. 

An ELIZA script consists mainly of a set of list struc- 
tures of the type shown. The actual keyword dictionary is 
constructed when such a script is first read into the 
hitherto empty program. The basic structural component 
of the keyword dictionary is a vector KEY of (currently) 
128 contiguous computer words. As a particular key list 
structure is read the keyword K at its top is randomized 
(hashed) by a procedure that  produces (currently) a 7 
bit integer "i" .  The word "always", for example, yields 
the integer 14. KEY(i), i.e., the i th word of the vector 
KEY, is then examined to determine whether it contains 
a list. name. If it does not, then an empty list is created, 
its name placed in KEY(i), and the key list structure in 
question placed on that list. If KEY(i) already contains a 
list name, then the name of the key list structure is placed 
on the bottom of the list named in KEY(i). The largest 
dictionary so far attempted contains about 50 keywords. 
No list named in any of the words of the KEY vector 
contains more than two key list structures. 

Every word encountered in the scan of an input text, 
i.e., during the actual operations of ELIZA, is randomized 
by the same hashing algorithm as was originally applied to 
the incoming keywords, hence yields an integer which 
points to the only possible list structure which could 
potentially contain that  word as a keyword. Even then, 
only the tops of any key list structures that  may be found 
there need be interrogated to determine whether or not a 
keyword has been found. By virtue of the various list 
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keyword

pattern Ranked list of transforms
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ELIZA architecture

• Examine each word w in user sentence
• Return the w with highest keyword rank

• If w exists:
• Check each rule for w in ranked order (“I know everybody 
laughed at me”)

• Choose first one that matches sentence
• Apply transform

• If no keyword applies, either
• Apply the transform for the “NONE” key, or
• Grab an action off the memory queue
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Keywords are ranked from specific to general

I know everybody laughed at me
• “I” is a very general keyword:

I: (I *) -> (You say you 2)
YOU SAY YOU KNOW EVERYBODY LAUGHED AT YOU

• “Everybody” is much more interesting (someone using universals like 
everybody/always is probably “referring to some quite specific event or 
person”)
WHO IN PARTICULAR ARE YOU THINKING OF?

• Implementation: keywords stored with their rank 
Everybody (transformation rules)
I (transformation rules)

12
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NONE

PLEASE GO ON
THAT’S VERY INTERESTING
I SEE
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Other Aspects about Eliza
• Rules can refer to classes of words
Family = mother, father, brother, sister
NOUN = …

• Don’t reuse transforms in the same conversation
• Whenever we use a transform associated with a pattern
• We increment a counter for that rule
• So the next time we use the next ranked transform
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Chatbot Architectures

•Rule-based (early systems)
•Pattern-action rules (Eliza)
•+ a mental model (Parry)

•Corpus-based (from large chat corpus)
• Information retrieval
•Neural network-based generation models

•Hybrid of the two
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Parry
• Colby 1971 at Stanford
• Same pattern-response structure as Eliza
• But a much richer:
• control structure 
• language understanding capabilities
• mental model: Parry has affective variables

• Anger, Fear, Mistrust
• “If Anger level is high, respond with hostility”

• The first system to pass the Turing test (in 1971)
• Psychiatrists couldn’t distinguish interviews with PARRY from (text 

transcripts of) interviews with real paranoids
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Parry’s persona

• 28-year-old single man, post office clerk
• no siblings and lives alone
• sensitive about his physical appearance, his family, his religion, his 

education and the topic of sex.
• hobbies are movies and gambling on horseracing 
• recently attacked a bookie, claiming the bookie did not pay off in a 

bet
• afterwards worried about possible underworld retaliation
• eager to tell his story to non-threating listeners
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Parry Architecture

Modify
Affect variables

excessive 
fear

Escape

excessive 
anger

Hostility

Input 
mentions 
delusion 

topic

question

Fear answer

User Input

condition

response
…
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Affect variables

• Fear (0-20)                    Anger (0-20)                  Mistrust (0-15)

• Start with all variables low
• After each user turn
• If nothing malevolent in input

• Anger drops by 1, Fear drops by 0.3
• Mistrust drops 0.5

• Else each user statement can change Fear and Anger
• E.g., Insults increases Anger by some percentage
• Mistrust goes up if Fear or Anger do
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Lots of complex I-O rules

• User implies Parry is mentally ill
• Rise in Fear and Anger

• User mentions “Mafia” or associated concepts (“kill”):
• First mention: rise in Fear
• Later mentions: depends on willingness to discuss, which depends on current levels 

of Fear, Anger, Mistrust

• User mentions Parry
• Flattery (positive mention) 

• Decreases fear/anger if Mistrust is low
• Increases Anger if Mistrust is high

• User attitudes toward Parry
• Negative attitudes (fear, disbelief) increase Fear/Anger

20

20

Each sentence is mapped into conceptualization
• A predication on a conceptual object
• A predication on a relation between two objects
• A predication on an attribute:

What is your work?
What sort of work do you do?

Where do you work?                 à (your work?)

What do you do for a living?

What is your job?
Do you have a job?

What is your occupation?

• Complex Pattern/transform rules
• Different predicates (fear, afraid of)
• Ordering (You are afraid of me, I frighten you)
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A Parry conversation
(1) How are you today?

OK.
(2)What is your name?

MY NAME IS FRANK SMITH. 
(3) How old are you?

TWENTY-EIGHT.
(4) Are you married?

NO.
(5) What sort of work do you do?

I WORK IN THE POST OFFICE. 
(6) Why are you in the hospital?

I SHOULDN’T BE HERE
(7) Who brought you here?

THE POLICE 
[FEAR rises slightly because police linked in graph to MAFIA]
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When fear is high, the model won’t discuss its beliefs
(1) Is the law after you?

THE LAW SHOULD GET THOSE ITALIAN CROOKS. 
(2) Do you mean the Mafia?

LET'S TALK ABOUT SOMETHING ELSE. 
(3) Are you afraid of the Mafia

I'D RATHER NOT DISCUSS IT. 
[Fear is too high so Parry won’t talk about 'Mafia’.]
(4) Perhaps you are paranoid about them?

YOU WANT TO KEEP ME IN THE HOSPITAL.
(The model interprets being called 'paranoid’ as an insult 
and as an intent to control, so ANGER & FEAR rise)
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Eliza Meets Parry
Good Evening.  Tell me your problems.  Please terminate input with 
a period or a question mark.

*People get on my nerves sometimes.
I am not sure I understand you fully.
*You should pay more attention.

Suppose you should pay more attention.
*You're entitled to your own opinion.
What makes you think I am entitled to my own opinion?
*It bothers me just to be around people in general.

Please go on.
*I went to the track at Bay Meadows a while back.

What does that suggest to you?
*I went to the races.

What else would you like to discuss?

Vincent Cerf, RFC439
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*Horseracing interests me.
Why do you say that just now?
*There's a lot of crooked gambling going on there.

I am not sure I understand you fully,
*It's clear to me if not to you.

Do you think its likely that not to I?
*I went to the races.

Please go on.
*I gamble on horses.

What does that suggest to you?
*I went to the races.

What else would you like to discuss?
*Gambling has been nothing but trouble to me.

Why do you say that just now?
*I've had experience with crooks gambling at the track.

I am not sure I understand you fully.
*I've already told you enough about that. 25
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Chatbot Architectures

•Rule-based (early systems)
•Pattern-action rules (Eliza)
•+ a mental model (Parry)

•Corpus-based (from large chat corpus)
• Information retrieval
•Neural network-based generation models

•Hybrid of the two
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Human conversations mined in corpus-based 
chatbots
• Telephone conversation transcripts

Switchboard corpus of American English telephone conversations

• Movie dialogues

• Social media conversations
Twitter, Reddit, etc

27
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Two architectures

•Response by retrieval 
• Use information retrieval to grab a response from some 

corpus that is appropriate given the dialogue context.
•Response by generation
• Use a language model or encoder-decoder to generate the 

response given the dialogue context
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Response by retrieval: classic IR method

1. Given a user turn q, and a training corpus C of 
conversation

2. Find in C the turn r that is most similar (tf-idf cosine) 
to q

3. Say r

10 CHAPTER 24 • CHATBOTS & DIALOGUE SYSTEMS

talk about knowledge provided to them. For example the Topical-Chat dataset has
11K crowdsourced conversations spanning 8 broad topics (Gopalakrishnan et al.,
2019), and the EMPATHETICDIALOGUES includes 25K crowdsourced conversa-
tions grounded in a specific situation where a speaker was feeling a specific emotion
(Rashkin et al., 2019).

All of these datasets, although large, don’t reach the size of billions of words,
and so many systems first pretrain on large datasets of pseudo-conversations drawn
from Twitter (Ritter et al., 2010), Reddit (Roller et al., 2020), Weibo (ÆZ), and
other social media platforms.

Another common technique is to extract possible responses from knowledge
sources (Wikipedia, news stories) so that a chatbot can tell stories or mention facts
acquired in that way.

Finally, once a chatbot has been put into practice, the turns that humans use to
respond to the chatbot can be used as additional conversational data for training or
finetuning. Here it’s important to have confidence metrics to make sure that these
turns come from conversations that are going well (Hancock et al., 2019). It’s also
crucial in these cases to remove personally identifiable information (PII); see Sec-
tion 24.6.1.

Most corpus based chatbots produce their responses to a user’s turn in context
either by retrieval methods (using information retrieval to grab a response from
some corpus that is appropriate given the dialogue context) or generation methods
(using a language model or encoder-decoder to generate the response given the di-
alogue context) In either case, systems mostly generate a single response turn that
is appropriate given the entire conversation so far (for conversations that are short
enough to fit into a single model’s window). For this reason they are often called
response generation systems. Corpus-based chatbot algorithms thus draw on algo-response

generation
rithms for question answering systems, which similarly focus on single responses
while ignoring longer-term conversational goals.

Response by retrieval The retrieval method of responding is to think of the user’s
turn as a query q, and our job is to retrieve and repeat some appropriate turn r as the
response from a corpus of conversations C. Generally C is the training set for the
system, and we score each turn in C as a potential response to the context q selecting
the highest-scoring one. The scoring metric is similarity: we choose the r that is
most similar to q, using any of the IR methods we saw in Section ??. This can be
done using classic IR techniques to compute tf-idf models for C and q, choosing the
r that has the highest tf-idf cosine with q:

response(q,C) = argmax
r2C

q · r
|q||r| (24.1)

Or, we can use the neural IR techniques of Section ??. The simplest of those is a
bi-encoder model, in which we train two separate encoders, one to encode the user
query and one to encode the candidate response, and use the dot product between
these two vectors as the score (Fig. 24.6a). For example to implement this using
BERT, we would have two encoders BERTQ and BERTR and we could represent the
query and candidate response as the [CLS] token of the respective encoders:

hq = BERTQ(q)[CLS]
hr = BERTR(r)[CLS]

response(q,C) = argmax
r2C

hq ·hr (24.2)
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Response by generation

24.2 • CHATBOTS 11

The IR-based approach can be extended in various ways, such as by using more
sophisticated neural architectures (Humeau et al., 2020), or by using a longer context
for the query than just the user’s last turn, up to the whole preceding conversation.
Information about the user or sentiment or other information can also play a role.

Response by generation An alternate way to use a corpus to generate dialogue is
to think of response production as an encoder-decoder task— transducing from the
user’s prior turn to the system’s turn. We can think of this as a machine learning
version of ELIZA; the system learns from a corpus to transduce a question to an
answer. Ritter et al. (2011) proposed early on to think of response generation as
a kind of translation, and this idea was generalized to the encoder-decoder model
roughly contemporaneously by Shang et al. (2015), Vinyals and Le (2015), and
Sordoni et al. (2015).

As we saw in Chapter 11, encoder decoder models generate each token rt of the
response by conditioning on the encoding of the entire query q and the response so
far r1...rt�1:

r̂t = argmaxw2V P(w|q,r1...rt�1) (24.3)

Fig. 24.6 shows the intuition of the generator and retriever methods for response
generation. In the generator architecture, we normally include a longer context,
forming the query not just from the user’s turn but from the entire conversation-so-
far. Fig. 24.7 shows an fleshed-out example.

ENCODERquery

q1 … qn

ENCODERresponse

r1 … rn

dot-product
hq hr

ENCODER

q1 … qn

DECODER

r1 …<S>

r1 r2 … rn

(a) Response by Retrieval (b) Response by Generation
Figure 24.6 Two architectures for generating responses for a neural chatbot. In response by
retrieval (a) we choose a response by using a finding the turn in the corpus whose encoding
has the highest dot-product with the user’s turn. In response by generation (b) we use an
encoder-decoder to generate the response.

That is quite an accomplishment and you should be proud!

ENCODER

DECODER

[U:] I finally got promoted today at work!  
[S:] Congrats! That’s great! 
[U:] Thank you! I’ve been trying to get it for a while now!

Figure 24.7 Example of encoder decoder for dialogue response generation; the encoder sees the entire dia-
logue context.

A number of modifications are required to the basic encoder-decoder model to
adapt it for the task of response generation. For example basic encoder-decoder
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Response by generation

• Think of response production as an encoder-decoder task
• Generate each token rt of the response by conditioning on the 

encoding of the entire query q and the response so far r1...rt−1: 

24.2 • CHATBOTS 11

The IR-based approach can be extended in various ways, such as by using more
sophisticated neural architectures (Humeau et al., 2020), or by using a longer context
for the query than just the user’s last turn, up to the whole preceding conversation.
Information about the user or sentiment or other information can also play a role.

Response by generation An alternate way to use a corpus to generate dialogue is
to think of response production as an encoder-decoder task— transducing from the
user’s prior turn to the system’s turn. We can think of this as a machine learning
version of ELIZA; the system learns from a corpus to transduce a question to an
answer. Ritter et al. (2011) proposed early on to think of response generation as
a kind of translation, and this idea was generalized to the encoder-decoder model
roughly contemporaneously by Shang et al. (2015), Vinyals and Le (2015), and
Sordoni et al. (2015).

As we saw in Chapter 11, encoder decoder models generate each token rt of the
response by conditioning on the encoding of the entire query q and the response so
far r1...rt�1:

r̂t = argmaxw2V P(w|q,r1...rt�1) (24.3)

Fig. 24.6 shows the intuition of the generator and retriever methods for response
generation. In the generator architecture, we normally include a longer context,
forming the query not just from the user’s turn but from the entire conversation-so-
far. Fig. 24.7 shows an fleshed-out example.
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Figure 24.6 Two architectures for generating responses for a neural chatbot. In response by
retrieval (a) we choose a response by using a finding the turn in the corpus whose encoding
has the highest dot-product with the user’s turn. In response by generation (b) we use an
encoder-decoder to generate the response.

That is quite an accomplishment and you should be proud!

ENCODER

DECODER

[U:] I finally got promoted today at work!  
[S:] Congrats! That’s great! 
[U:] Thank you! I’ve been trying to get it for a while now!

Figure 24.7 Example of encoder decoder for dialogue response generation; the encoder sees the entire dia-
logue context.

A number of modifications are required to the basic encoder-decoder model to
adapt it for the task of response generation. For example basic encoder-decoder
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Response by generation
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version of ELIZA; the system learns from a corpus to transduce a question to an
answer. Ritter et al. (2011) proposed early on to think of response generation as
a kind of translation, and this idea was generalized to the encoder-decoder model
roughly contemporaneously by Shang et al. (2015), Vinyals and Le (2015), and
Sordoni et al. (2015).

As we saw in Chapter 11, encoder decoder models generate each token rt of the
response by conditioning on the encoding of the entire query q and the response so
far r1...rt�1:

r̂t = argmaxw2V P(w|q,r1...rt�1) (24.3)

Fig. 24.6 shows the intuition of the generator and retriever methods for response
generation. In the generator architecture, we normally include a longer context,
forming the query not just from the user’s turn but from the entire conversation-so-
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Figure 24.6 Two architectures for generating responses for a neural chatbot. In response by
retrieval (a) we choose a response by using a finding the turn in the corpus whose encoding
has the highest dot-product with the user’s turn. In response by generation (b) we use an
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That is quite an accomplishment and you should be proud!

ENCODER

DECODER

[U:] I finally got promoted today at work!  
[S:] Congrats! That’s great! 
[U:] Thank you! I’ve been trying to get it for a while now!

Figure 24.7 Example of encoder decoder for dialogue response generation; the encoder sees the entire dia-
logue context.

A number of modifications are required to the basic encoder-decoder model to
adapt it for the task of response generation. For example basic encoder-decoder
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Seq2seq model architecture

Figure 1: The computational graph of the HRED architecture for a dialogue composed of three turns. Each utterance is
encoded into a dense vector and then mapped into the dialogue context, which is used to decode (generate) the tokens in the
next utterance. The encoder RNN encodes the tokens appearing within the utterance, and the context RNN encodes the temporal
structure of the utterances appearing so far in the dialogue, allowing information and gradients to flow over longer time spans.
The decoder predicts one token at a time using a RNN. Adapted from Sordoni et al. (2015a).

the advantage that the embedding matrix E may separately
be bootstrapped (e.g. learned) from larger corpora. Analo-
gously, the matrix O 2 Rdh⇥|V | represents the output word
embeddings, where each possible next token is projected
into another dense vector and compared to the hidden state
hn. The probability of seeing token v at position n + 1 in-
creases if its corresponding embedding vector Ov is “near”
the context vector hn. The parameter H is called a recurrent

parameter, because it links hn�1 to hn. All parameters are
learned by maximizing the log-likelihood of the parameters
on a training set using stochastic gradient descent.

Hierarchical Recurrent Encoder-Decoder
Our work extends the hierarchical recurrent encoder-
decoder architecture (HRED) proposed by Sordoni et
al. (2015a) for web query suggestion. In the original frame-
work, HRED predicts the next web query given the queries
already submitted by the user. The history of past submitted
queries is considered as a sequence at two levels: a sequence
of words for each web query and a sequence of queries.
HRED models this hierarchy of sequences with two RNNs:
one at the word level and one at the query level. We make
a similar assumption, namely, that a dialogue can be seen
as a sequence of utterances which, in turn, are sequences of
tokens. A representation of HRED is given in Figure 1.

In dialogue, the encoder RNN maps each utterance to an
utterance vector. The utterance vector is the hidden state
obtained after the last token of the utterance has been pro-
cessed. The higher-level context RNN keeps track of past ut-
terances by processing iteratively each utterance vector. Af-
ter processing utterance Um, the hidden state of the context
RNN represents a summary of the dialogue up to and includ-

ing turn m, which is used to predict the next utterance Um+1.
This hidden state can be interpreted as the continuous-valued
state of the dialogue system. The next utterance prediction is
performed by means of a decoder RNN, which takes the hid-
den state of the context RNN and produces a probability dis-
tribution over the tokens in the next utterance. The decoder
RNN is similar to the RNN language model (Mikolov et al.
2010), but with the important difference that the prediction
is conditioned on the hidden state of the context RNN. It can
be interpreted as the response generation module of the di-
alogue system. The encoder, context and decoder RNNs all
make use of the GRU hidden unit (Cho et al. 2014). Every-
where else we use the hyperbolic tangent as activation func-
tion. It is also possible to use the maxout activation func-
tion between the hidden state and the projected word em-
beddings of the decoder RNN (Goodfellow et al. 2013). The
same encoder RNN and decoder RNN parameters are used
for every utterance in a dialogue. This helps the model gen-
eralize across utterances. Further details of the architecture
are described by Sordoni et al. (2015a).

For modeling dialogues, we expect the HRED model to be
superior to the standard RNN model for two reasons. First,
because the context RNN allows the model to represent a
form of common ground between speakers, e.g. to represent
topics and concepts shared between the speakers using a dis-
tributed vector representation, which we hypothesize to be
important for building an effective dialogue system (Clark
and Brennan 1991). Second, because the number of com-
putational steps between utterances is reduced. This makes
the objective function more stable w.r.t. the model parame-
ters, and helps propagate the training signal for first-order
optimization methods (Sordoni et al. 2015a).

Serban, Iulian V., Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle Pineau.  2016.  
"Building End-To-End Dialogue Systems Using Generative Hierarchical Neural Network Models.
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Sample outputs from a neural net chatbot

How are you doing? 

I’m good, you? 

I am off all week next week
What time you going? 

I know you love me and I love you.
I love you too, baby. 

Ohh I’ve never seen that! How long does it take you guys to learn the drill? 
Like 2 weeks ago!! 

Jiwei Li, Michel Galley, Chris Brockett, Jianfeng
Gao, and Bill Dolan. 2015.
A Diversity-Promoting Objective Function for 
Neural Conversation Models.
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The relevance of P.G. Wodehouse for neural 
chatbots
“What ho!” I said.
“What ho!” said Motty.
“What ho! What ho!”
“What ho! What ho! What ho!”
After that it seemed rather difficult to go on with the 
conversation. 

Wodehouse My Man Jeeves 
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Ongoing research problem:
Neural chatbots can get repetitive and boring

A: Where are you going?
B: I’m going to the restroom.
A: See you later.
B: See you later.
A: See you later.
B: See you later.

A: How old are you?
B: I’m 16.
A: 16?
B: I don’t know what you are talking about.
A: You don’t know what you are saying.
B: I don’t know what you are talking about.
A: You don’t know what you are saying.
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Sample output from a neural net chatbot

# Context c Message m Generated Response r

1 noone can help this time its just i need a support system well im here to support you. whenever you
need me.

thank you, i appreciate it thank you

2 nothin much, and how’s the book?! its good but i’m only like halfway through
cuz i don’t feel like reading. i’m so bored ...

that’s good! i have the book but i’m
bored too.

3 i know! what have you been up to? nothing really. just enjoying summer and
working. what about you?

that’s good! nothing much just
listening to music and you?

4 thanks, your way better though i’m just good at expressing it that’s but trust
me you are freakin amazing and waay better

i know, i don’t trust you, i love you
too! thank you

5 thanks. yeah i am good thanks! good, but angry! sorry you’re angry, been there, i hope it dies
down.

i hope so too, i’m not angry!!

6 figures. bass. never ate bass. bass is extremely mild with very few bones.
my favorite after catfish

that’s one of the bones, chuck bass is
mine too.

7 today i will walk for miles. clear sky clear mind. love walking. it’s too hot to walk this month.
i haven’t moved. frozen. heat freeze.

it’s too hot for you to get up to honey
if you have frozen yogurt to you.

8 arresting people over “nasty tweets”? please. i’m not
condoning what the lad did but arresting him is a tad
silly.

it appears he may have sent death threats to
others while all this was kicking off too.

i did! he was armed with nuclear
threats? that’s what’s happening to
you.

Table 5: Sample responses produced by the MT-based DCGM-II+CMM system.

information that conflicts either internally within the
response itself, or is at odds with the context, as in ex-
amples 4-5. This is not unsurprising, since our model
lacks mechanisms both for reflecting agent intent in
the response and for maintaining consistency with
respect to sentiment polarity. Longer context and
message components may also result in responses
that wander off-topic or lapse into incoherence as in
6-8, especially when relatively low frequency uni-
grams (“bass”, “threat”) are echoed in the response.
In general, we expect that larger datasets and incorpo-
ration of more extensive contexts into the model will
help yield more coherent results in these cases. Con-
sistent representation of agent intent is outside the
scope of this work, but will likely remain a significant
challenge.

7 Conclusion
We have formulated a neural network architecture
for data-driven response generation trained from so-
cial media conversations, in which generation of
responses is conditioned on past dialog utterances
that provide contextual information. We have pro-
posed a novel multi-reference extraction technique
allowing for robust automated evaluation using stan-
dard SMT metrics such as BLEU and METEOR.
Our context-sensitive models consistently outper-
form both context-independent and context-sensitive
baselines by up to 11% relative improvement in

BLEU in the MT setting and 24% in the IR setting, al-
beit using a minimal number of features. As our mod-
els are completely data-driven and self-contained,
they hold the potential to improve fluency and con-
textual relevance in other types of dialog systems.

Our work suggests several directions for future
research. We anticipate that there is much room for
improvement if we employ more complex neural net-
work models that take into account word order within
the message and context utterances. Direct genera-
tion from neural network models is an interesting and
potentially promising next step. Future progress in
this area will also greatly benefit from thorough study
of automated evaluation metrics.
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Evaluating Chatbots

6 CHAPTER 24 • CHATBOTS & DIALOGUE SYSTEMS

These systems often have an entertainment value, such as Facebook’s Blender-
Bot, a neural chatbot capable of carrying on the kinds of conversations shown in
Fig. 24.2, or Microsoft’s XiaoIce system2 (Zhou et al., 2020), a system that chats
with people on text messaging platforms (Fig. 24.3).

Sure, what do you want to be sung to? I can sing you a song about baking.

Will you sing me a song?

Yes, sing me a song about baking!

Do you want me to sign it to the tune of “Sing Along with Mitch”?

Yes, I would love that.

OK, I’ll try to get it to you by the end of the day. What else do you like to do?

No, sing it to me now!

OK, give me a few days. I’m a teacher, so I don’t have much free time.

Can you at least tell me what the lyrics are?

Sure, it goes like this: “Baking is my favorite thing to do in the world.”

How does the chorus go?

It goes: BAKING IS MY FAVORITE THING TO DO IN THE WORLD!

Wow, sounds like a bop.

I know, right?  It’s so catchy. I can’t get it out of my head.

Figure 24.2 A conversation between a user (left) and BlenderBot (Roller et al., 2020).

;∫{=✏∞`} [Human] Hello, XiaoIce.
;✏∞=`}@�`4œ} £��…

(Í¡«
[XiaoIce] Hello, your profile pic is

interesting. Like I’ve seen
it somewhere.

;∫{=/⌫ [Human] Really?
;✏∞=–�/ÍË®;ÃÑ@ [XiaoIce] Is it a comic character?
;∫{=`�HÂSÑ [Human] How do you know that?
;✏∞=`⌧ [XiaoIce] Guess.
;∫{=æS`/�∫⌫� [Human] Are you human?
;✏∞=Ÿ*�`å⌘⇢JJ1ÂSÜ [XiaoIce] Well, you’ll know it after

chatting with me more.

;∫{=`�/∫Âz˝:h∫H [Human] Aren’t you an Al chatbot?
;✏∞=/»�7�⌘�⇢∑∞∞Ñ˘

Ö`Ñ
[XiaoIce] So what? I won’t be

indifferent to you.

;∫{=`˝ ¿Hü˝J [Human] What functions do you have?
;✏∞=⌘ 200⇢*skills�e�Ù˙

`Ñ�B
[XiaoIce] I have over 200 skills. Just

name one you need.
Figure 24.3 A sample Chinese conversation from the XiaoIce chatbot with translations (Zhou et al., 2020).

Yet starting from the very first system, ELIZA (Weizenbaum, 1966), chatbots
have also been used for practical purposes like testing theories of psychological

2 XiaoIce is a somewhat confusing translation of the systems Chinese name✏∞, ‘Xiao Bing’, which
means Little Bing or Little Ice.

BlenderBot (Roller et al. 2020)

A: How old are you?
B: I’m 16.
A: 16?
B: I don’t know what you are talking about.
A: You don’t know what you are saying.
B: I don’t know what you are talking about.
A: You don’t know what you are saying.
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Chatbots are evaluated by humans

• Automatic  evaluations (e.g. ROUGE) are generally not used for 
chatbots. They correlate poorly with human judgements.
• Participant evaluation: The human who talked to the chatbot assigns 

a score
• Observer evaluation: third party who reads a transcript of a 

human/chatbot conversation assigns a score.

39
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Participant evaluation of See et al. (2019)

• Human chats with model for 6 turns and rates 8 dimensions of quality:
• avoiding repetition, interestingness, making sense, fluency, listening, 

inquisitiveness, humanness, engagingness, 

• (1) Avoiding Repetition: How repetitive was this user? 
•Repeated themselves over and over •Sometimes said the same thing twice • Always said 
something new 

• (3) Making sense: How often did this user say something which didn't make sense? 
•Never made any sense •Most responses didn’t make sense •Some responses didn’t make 
sense •Everything made perfect sense 

• (8) Engagingness: How much did you enjoy talking to this user?
•Not at all •A little •Somewhat •A lot
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Observer evaluation: acute-eval

• Annotators look at two conversations (A + B) and decide which one is 
better:
• Engagingness: Who would you prefer to talk to for a long 

conversation? 
• Interestingness: If you had to say one of these speakers is interesting 

and one is boring, who would you say is more interesting? 
• Humanness: Which speaker sounds more human? 
• Knowledgeable: If you had to say that one speaker is more 

knowledgeable and one is more ignorant, who is more 
knowledgeable? 
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Abstract

While dialogue remains an important end-goal of natural lan-
guage research, the difficulty of evaluation is an oft-quoted
reason why it remains troublesome to make real progress to-
wards its solution. Evaluation difficulties are actually two-fold:
not only do automatic metrics not correlate well with human
judgments, but also human judgments themselves are in fact
difficult to measure. The two most used human judgment tests,
single-turn pairwise evaluation and multi-turn Likert scores,
both have serious flaws as we discuss in this work.
We instead provide a novel procedure involving comparing
two full dialogues, where a human judge is asked to pay at-
tention to only one speaker within each, and make a pairwise
judgment. The questions themselves are optimized to maxi-
mize the robustness of judgments across different annotators,
resulting in better tests. We also show how these tests work in
self-play model chat setups, resulting in faster, cheaper tests.
We hope these tests become the de facto standard, and will
release open-source code to that end.

Introduction
Dialogue between human and machine is an important end-
goal of natural language research. The open-ended nature of
generating sequences in a multi-turn setup naturally makes
the task difficult to evaluate – with full evaluation pos-
sessing many of the difficulties of the task itself as it re-
quires deep understanding of the content of the conversa-
tion. As in many other natural language generation (NLG)
tasks, automatic metrics have not been shown to have a
clear correlation with human evaluations (Liu et al. 2016;
Lowe et al. 2017). This means the current standard for all
dialogue research involves human trials, which slows down
research and greatly increases the cost of model development.

Unfortunately, human judgments are themselves diffi-
cult to measure. The two most used approaches, single-
turn pairwise evaluation (Vinyals and Le 2015; Li et al.
2016b), and multi-turn Likert scores (Venkatesh et al. 2017;
Zhang et al. 2018; See et al. 2019; Dinan et al. 2019b;
Dinan et al. 2019a) have serious limitations. Single-turn pair-
wise evaluation provides the benefits and simplicity of an
A/B test, allowing for cheap and fast annotations, with com-
parisons that are robust to annotator score bias, but fail to take
into account the multi-turn aspect of conversations. To give
a trivial example, such comparisons fail to capture whether

Figure 1: ACUTE-EVAL asks humans to compare two multi-
turn dialogues, and independent of the gray speakers, choose
between Speaker 1 (light blue) and Speaker 2 (dark blue).

the model would repeat itself in a multi-turn conversation
because they only look at one turn; repetition is a known
issue that humans dislike (See et al. 2019).

Multi-turn Likert scores require the annotator to have a
multi-turn conversation and then provide an integer score,
which is more costly and time-consuming to run but evalu-
ates full conversations more accurately. The integer scores
however suffer from differing bias and variance per annotator,
which researchers have tried to mitigate (Kulikov et al. 2018),
but nevertheless due to its lack of sensitivity often yields com-
parisons that are not statistically significant. Furthermore, due
to strong anchoring effects during model evaluation, i.e. that
annotators are affected by the first systems they evaluate, Lik-
ert comparisons are generally not comparable across multiple
papers. This mandates that evaluations of new models be
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Ethical concerns of chatbots:
The case of Microsoft Tay
• Experimental Twitter chatbot launched in 2016
• given the profile personality of an 18- to 24-year-old American 

woman
• could share horoscopes, tell jokes
• asked people to send selfies so she could share “fun but honest 

comments” 
• used informal language, slang, emojis, and GIFs
• designed to learn from users (IR-based) 

43
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The case of Microsoft Tay

• Immediately Tay turned offensive and abusive
• Obscene and inflammatory tweets
• Nazi propaganda
• Conspiracy theories
• Started harassing women online

•Microsoft took Tay down after 16 hours

44

Gina Neff and Peter Nagy 2016. Talking to Bots: Symbiotic Agency and the 
Case of Tay. International Journal of Communication 10(2016), 4915–4931 

44

The case of Microsoft Tay

https://www.npr.org/sections/alltechconsidered/2016/03/24/471757178/microsoft-chatbot-snafu-shows-our-robot-overlords-arent-ready-yet45

45

The case of Microsoft Tay

• Lessons:
• Tay quickly learned to reflect racism and sexism of Twitter users
• "If your bot is racist, and can be taught to be racist, that’s a design 

flaw."  Caroline Sinders (2016). 

46

Gina Neff and Peter Nagy 2016. Talking to Bots: Symbiotic Agency and the 
Case of Tay. International Journal of Communication 10(2016), 4915–4931 

46

Female subservience in conversational agents

• Chatbots overwhelmingly given female names
• likely perpetuating the stereotype of a subservient female servant 

• Chatbots often respond coyly or inappropriately to sexual 
harassment. 
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Bias in training datasets

• Henderson et al. found hate-speech and bias on standard training sets 
for dialogue systems:
• Twitter
• Reddit politics
• Cornell Movie Dialogue Corpus
• Ubuntu Dialogue Corpus

Peter Henderson, Koustuv Sinha, Nicolas Angelard-Gontier, Nan Rosemary Ke, Genevieve 
Fried, Ryan Lowe, and Joelle Pineau. 2018. 
Ethical Challenges in Data-Driven Dialogue Systems. In 2018 AAAI/ACM Conference on AI, 
Ethics, and Society (AIES ’18)
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https://www.npr.org/sections/alltechconsidered/2016/03/24/471757178/microsoft-chatbot-snafu-shows-our-robot-overlords-arent-ready-yet
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Safety

•Chatbots for mental health
• Extremely important not to say the wrong thing

• In-vehicle conversational agents
•Must be aware of environment, driver's level of attention
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Privacy: Training on user data

• Accidental information leakage
• “Computer, turn on the lights [answers the phone] Hi, yes, my 

password is...”
• Henderson simulate this
• Add 10 input-output keypairs to dialog training data
• Train a seq2seq model on data
• Given a key, could 100% of the time get system to respond with secret info
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Ethical concerns of chatbots

• Ethical issues
• Some standard dialogue datasets (e.g., Twitter, Reddit) contain hate speech, 

offensive language, and bias. 
• How to design systems that are robust to adversarial attacks?

• Privacy concerns
• How can we make sure the data is not released through further 

conversations?

• Gender equality
• Should the bot be equipped with a certain gender or race?
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