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Objective: Semantic Object Goal 
Navigation

- Understanding of objects

- Likely location

- Exploit prior knowledge

INTRODUCTION



WHY IS NAVIGATION CHALLENGING?
Poor spatial understanding Poor semantic exploration priors

Poor semantic understanding Poor episodic memory



HOW IS DONE NOW?

Classical



HOW IS DONE NOW?



HOW IS DONE NOW?



How well do they perform?



Empirical Evaluation
3 Approaches

6 unseen homes
6 Global Object categories





Modular vs Classical



End-to-end Learning Failure



RESULTS
➢ 200 Robot Actions



RESULTS
➢ 200 Robot Actions



How is Modular Learning better than End-to-end Learning?

Reconstructed one real-world home 
in simulation and conducted 
experiments with identical episodes in 
sim and reality



How is Modular Learning better than End-to-end Learning?

Sim vs Real

Sim: Operates directly on RGB-D 
frames
✓ Domain gap

Real: Semantic map
✓ Invariant between sim and reality



How is Modular Learning better than End-to-end Learning?
Error Modes



How is Modular Learning better than End-to-end Learning?

Reconstructed TV

Error Modes



Key Takeaways

Practitioners Researchers

✓ Modular learning more reliable 
(90% success)

Issues:
➢ Sim-to-real gap: 
- Leverage modularity and abstraction 
in policies
➢ Existence of disconnection 

between sim and real error modes
- Evaluate semantic navigation on 
real robots



Discussion

➢ How to make Sim better?
- Data augmentation techniques: Adding noise, varying light conditions
- Photo realism?



Discussion

➢ Develop real-world error modes for simulators
- Limits usefulness of sim to diagnose bottlenecks 
- Modeling occlusion, sensor noise



Discussion

➢ Design policies that can be transferred from sim to real
- Prioritize real-world transfer
- Replace policy architectures that directly operate on RGB-D with ones leveraging 

abstractions as common practices in other domains
- Avoid training a segmentation model on sim data if policy architecture does not 

allow easy swapping



Discussion

➢ Abstractions



Discussion

➢ Domain adaptation


