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OAK: CLIP w/ Context Tokens and ClusteringFrom Basic-Level to Open Ad-hoc Categorization

From Fixed to Open Concepts with Contextual Framing

Discovered Clusters Align w/ Human Naming

Contextual Features Group Images to Reveal Concepts

Significant Gains on Novel Concepts across Contexts Contextual Framing Shifts Attention for Interpretation
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1. Architecture: Build on CLIP to leverage its general knowledge

2. Context tokens: Modulate ViT to contextualize visual features
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Setting: Generalized Category Discovery Method

(1) Feature extraction with vision transformer

(2) Supervised Contrastive (left) & Self-supervised Contrastive (right)

(3) Semi-supervised K-Means Clustering
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Figure 1. We present a new setting: ‘Generalized Category Discovery’ and a method to tackle it. Our setting can be succinctly described

as: given a dataset, a subset of which has class labels, categorize all unlabelled images in the dataset. The unlabelled images may come

from labelled or novel classes. Our method leverages contrastively trained vision transformers to assign labels directly through clustering.

Abstract

In this paper, we consider a highly general imagerecog-

nition setting wherein, given a labelled and unlabelled set

of images, the task is to categorize all images in the un-

labelled set. Here, the unlabelled images may come from

labelled classes or from novel ones. Existing recognition

methods are not able to deal with this setting, because

they make several restrictive assumptions, such as the un-

labelled instances only coming from known – or unknown

– classes, and the number of unknown classes being known

a-priori. We address the more unconstrained setting, nam-

ing it ‘Generalized Category Discovery’ , and challenge all

these assumptions. We first establish strong baselines by

taking state-of-the-art algorithms from novel category dis-

covery and adapting them for this task. Next, we pro-

pose the use of vision transformers with contrastive rep-

resentation learning for this open-world setting. We then

introduce a simple yet effective semi-supervised k-means

method to cluster the unlabelled data into seen and un-

seen classes automatically, substantially outperforming the

baselines. Finally, we also propose a new approach to esti-

mate the number of classes in the unlabelled data. Wethor-

oughly evaluateour approach on public datasets for generic

object classification and on fine-grained datasets, lever-

aging the recent Semantic Shift Benchmark suite. Code:

https://www.robots.ox.ac.uk/ vgg/research/gcd

1. Introduction

Consider an infant sitting in a car and observing the

world. Object instances will pass the car and, for some of

these, the infant may have been told their category (‘ that

is a dog’ , ‘ that is a car’ ) and be able to recognize them.

There will also be instances that the infant has not seen be-

fore (cats and bicycles) and, having seen a number of these

instances, we might expect the infant’s visual recognition

system to cluster these into new categories.

This is the problem that we consider in this work: given

an image dataset where only some images are labelled with

their categories, assign a category label to each of the rest
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Figure 1. We present a new setting: ‘Generalized Category Discovery’ and a method to tackle it. Our setting can be succinctly described

as: given a dataset, a subset of which has class labels, categorize all unlabelled images in the dataset. The unlabelled images may come

from labelled or novel classes. Our method leverages contrastively trained vision transformers to assign labels directly through clustering.
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