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Introduction

Meibography, an infrared imaging technique for
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Purpose: This study enhances Meibomian gland (MG) infrared image analysis in dry
eye (DE) research through artificial intelligence (Al). It is comprised of two main stages:
automated eyelid detection and tarsal plate segmentation to standardize meibography
image analysis. The goal is to address limitations of existing assessment methods, bridge
the curated and real-world dataset gap, and standardize MG image analysis.

Methods: The approach involves a two-stage process: automated eyelid detection and
tarsal plate segmentation. In the first stage, an Al model trained on curated data identi-
fies relevant eyelid areas in non-curated datasets. The second stage refines the eyelid
area in meibography images, enabling precise comparisons between normal and DE
subjects. This approach also includes specular reflection removal and tarsal plate mask
refinement.

Results: The methodology achieved a promising instance-wise accuracy of 80.8% for
distinguishing meibography images from 399 DE and 235 non-DE subjects. By integrat-
ing diverse datasets and refining the area of interest, this approach enhances meibog-
raphy feature extraction accuracy. Dimension reduction through Uniform Manifold
Approximation and Projection (UMAP) allows feature visualization, revealing distinct
clusters for DE and non-DE phenotypes.

Conclusions: The Al-driven methodology presented here quantifies and classifies
meibography image features and standardizes the analysis process. By bootstrap-
ping the model from curated datasets, this methodology addresses real-world dataset
challenges to enhance the accuracy of meibography image feature extraction.

Translational Relevance: The study presents a standardized method for meibography
image analysis. This method could serve as a valuable tool in facilitating more targeted
investigations into MG characteristics.

the aqueous tears in a thin film and inhibits evapo-
ration.” When these glands fail to secrete a suffi-
cient amount of meibum or meibum with subopti-
mal biophysical properties, tear film instability and
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visualizing the Meibomian glands (MGs) within the
eyelids,!-?> has gained prominence due to its relevance
in the study of dry eye (DE), a prevalent ocular condi-
tion affecting numerous individuals worldwide.> DE
is often tied to MG dysfunction (MGD).* The MGs
in the eyelids secrete a lipid-rich meibum that covers
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breakup can occur, ultimately leading to the symptoms
of DE.®’ Manual assessment of meibography images
to visually estimate the area of gland atrophy® has
long been the standard and virtually only method
for quantifying meibography image features. This
quantification, however, addresses only one aspect of

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License. @. BY _NC_ND

Downloaded from tvst.arvojournals.org on 06/24/2024


mailto:mlin@berkeley.edu
https://doi.org/10.1167/tvst.13.6.16
http://creativecommons.org/licenses/by-nc-nd/4.0/

translational vision science & technology

Enhancing Meibography Image Analysis

Reflection

(A Raw Image
Removal

[CRC and DREAM Data]

Mask
Automated . =
Refinement Unsupervised
(B) Tarsal Plate -
A Feature Learning
Segmentation (NPID)
(sAM) [Trained on Mixed CRC

[Fine-tuning not

Figure 1.

TVST | June 2024 | Vol. 13 | No.6 | Article 16 | 2

Automated Eyelid

Detection
(voLov7)
[Trained on CRC Data)

and DREAM Data]

Overview of the unified framework. Depicted is a standardized two-phase method to extract and quantify meibography image

features. (A) Automated eyelid detection. An eyelid detector (YOLOV?7) is boosted from learning with annotated CRC data and is applied on
real-world DREAM data to identify the area of interest specified by a bounding box. (B) Automated tarsal plate segmentation. A fine-tuning
free segmentation model (SAM) refines the detected eyelid area from the previous stage. This results in a segmented tarsal plate mask that
highlights the area of interest in a more precise manner. To test the method, an unsupervised feature learning model (NPID) is trained on
both refined CRC and DREAM data and then applied to quantitatively compare meibography image features from normal and DE subjects.

MGD (area of atrophy), does not consider the finer
morphological structures that are visible in meibog-
raphy images, and reports of its relationships to
downstream signs and symptoms have been equiv-
ocal. Researchers have recently turned their atten-
tion to fine-grained analysis of the entire meibogra-
phy image’ and have begun exploring the potential
of artificial intelligence (AI) to advance the analy-
sis of meibography images,'?-!! distinguish meibog-
raphy images from diseased and healthy eyes using
encoded image features not visible to clinicians, and
ultimately facilitate more accurate MGD- and DE-
related diagnoses.'?

One approach using unsupervised feature learning
has been shown to successfully encode meibography
image features and outperform trained clinicians in
assigning a meiboscore.!® Although this approach has
demonstrated efficacy in classifying MG characteris-
tics like the meiboscore,'# it is primarily tailored to
the well-curated dataset collected by the University of
California, Berkeley, Clinical Research Center (UCB-
CRQ).!” Real-world scenarios are often confronted
with datasets such as that collected during the Dry
Eye Assessment and Management (DREAM) study.’
The DREAM study was a multisite clinical trial of
Q-3 fatty acid supplements for moderate-to-severe
DE patients, during which meibography imaging was
conducted at 13 different locations within the United
States. The DREAM study images are similar to real-
world scenarios in which images are taken by many
different observers with differing levels of skill, and
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they often lack the same level of curation and clinician
annotation.

The motivation behind this study lies in address-
ing the discrepancies (depicted in Fig. 2) between
curated datasets (e.g., UCB-CRC) and real-world
datasets (e.g., DREAM). The objective is to estab-
lish a unified framework that can be boosted from
annotated UCB-CRC data and be applied to real-
world DREAM data to standardize the quantifica-
tion of meibography images. To achieve this objective,
first the annotated CRC dataset is utilized to train an
automated eyelid detector (Fig. 1 A). This helps identify
regions of interest from non-curated DREAM data.
In the second phase, automated tarsal plate segmen-
tation (Fig. 1B) enhances the visualization of MG
structure and meibography image features. This refine-
ment improves the ability of the algorithm to differen-
tiate between meibography images of normal and DE
subjects.

This approach encompasses the quantification
and classification of meibography image features
and extends to the standardization of the process.
This includes harmonizing diverse datasets, effec-
tively addressing imbalances in DE and non-DE
sample sizes, and refining the methodology pipeline to
encompass additional steps such as reflection removal
and segmented mask refinement. The methodology
addresses the challenges from real-world data by
bootstrapping the model from annotated CRC data,
leading to the development of a robust model capable
of performing effectively on previously unseen sources,
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thereby improving the reliability and consistency of its
outputs.

The standardized framework presented here encom-
passes two key phases to retrieve meibography image
features: automated eyelid detection and tarsal plate
segmentation. In the automated eyelid detection phase,
we employ a detection model’> to automatically
identify the eyelid area. For automated tarsal plate
segmentation, the Segment-Anything Model (SAM)*®
is employed. SAM utilizes a promptable segmentation
approach to refine the initially detected eyelid area
and generate more precise tarsal plate masks. Specu-
lar reflection removal and mask refinement are also
applied to enhance the quality of the images and enable
accurate analysis of meibography image features. The
details of each phase are presented below.

Data Collection

To conduct the study, two distinct datasets were
collected: curated and annotated meibography images
collected at the UCB-CRC and meibography images
collected during the DREAM study, a multisite clinical
trial.!” All UCB-CRC and DREAM study meibogra-
phy images were captured with the OCULUS Kerato-
graph 5M (OCULUS, Wetzlar, Germany).'® In the
DREAM dataset, all images were collected from
moderate-to-severe DE subjects by design. The UCB-
CRC dataset contains images from both DE and non-
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DE subjects. All images from UCB-CRC subjects who
did not meet the DREAM study eligibility criteria were
labeled non-DE. To qualify for the DREAM study,
subjects had to have an Ocular Surface Disease Index
(OSDI) score > 23 and at least two clinical signs of
DE, including corneal staining > grade 4 in either
eye, conjunctival staining > grade 1 in either eye, non-
invasive tear breakup time < 7 seconds in either eye,
and/or a Schirmer test strip wetted length < 7 mm
in either eye. Data collection resulted in a total of
2669 DE images from the DREAM dataset, along with
164 DE images and 1399 non-DE images from the
UCB-CRC dataset. To ensure a robust evaluation of
our classifier, we divided the collected data into three
subsets: 70% for training, 15% for validating, and 15%
for testing, for each dataset separately.

Presented here (see Fig. 2A) is a comparative analy-
sis of the UCB-CRC and DREAM datasets, reveal-
ing substantial variations in sample distribution (with a
notable imbalance between DE and non-DE samples),
image resolution, and DE severity levels. Further-
more, the distribution of meibography image samples
is depicted across training, validation, and test sets,
clearly indicating that DE samples are significantly
less prevalent in the UCB-CRC dataset than in the
DREAM dataset (see Fig. 2B).

Data Acquisition for the Automated Eyelid
Detector

The dataset acquisition process involved obtain-
ing 2 x 2 grid screenshot output files from OCULUS
meibography scans of both the upper and lower

UCB-CRC DREAM
Images, N 1563 2669
Image Resolution [564, 425] [1360, 1024]
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0 250 500 750 1000 1250 1500 1750 2000
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Distribution, # (%)

non-DE 1399 (89.5%) 0(0%)

DE 164 (10.5%) 2669 (100 %)

(A)

Figure 2.

Number of images

(B)

(A) Significant disparities exist between the UCB-CRC and DREAM datasets, particularly in the distribution of DE and non-DE

samples (which is highly imbalanced), the resolution of the images, and the severity of DE. (B) The distribution of meibography image
samples across the training, validation, and test sets, highlighting that the UCB-CRC dataset contains far fewer DE samples compared to the

DREAM dataset.
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UCB-CRC data preprocessing. Variations were introduced in the size and location of the annotated eyelid area (green rectangle)

compared to the fixed eyelid area (red rectangle) identified by clinicians using the OCULUS machine. This strategy enabled the model to learn

and adapt to a range of diverse eyelid area characteristics.

eyelids of 399 DE and 235 non-DE subjects. In the
2 x 2 screenshots (Fig. 3, left), two images are in
their raw form, and the other two are enhanced
with the proprietary OCULUS software. In order
to train the detector, the raw images from the 2
x 2 screenshots were extracted from the annotated
UCB-CRC datasets. During the screening process
conducted by clinicians on the OCULUS machine,
precise control of the joystick was exercised to
identify the eyelid area. The eyelid area was visually
delineated using a fixed scale and location, repre-
sented by a red rectangle, as shown in Figure 3.
This red rectangle served as the annotation for the
eyelid area for training the eyelid detector to identify
the area of interest in previously unseen meibogra-
phy images. To ensure the robustness of the detec-
tion model and its applicability in real-world scenar-
10s, controlled variations in the size and location
of the annotated rectangles were introduced while
maintaining a fixed center. This strategy enabled the
model to learn and adapt to diverse eyelid area
characteristics encountered during clinical examina-
tions.

Automated Eyelid Detection

The automated eyelid detector aims to alleviate
the tedious and subjective nature of manually locat-
ing eyelid areas with a joystick by leveraging Al. The
ultimate goal is to develop an Al model capable of
automatically classifying images as DE or non-DE, and
this preliminary stage serves to isolate the area of inter-
est with an eyelid detector, ensuring that the model can
focus exclusively on the clinically relevant parts of the
image while disregarding extraneous elements such as
the surrounding skin, eyelashes, ocular surface, or the
investigator’s thumb or swab.
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To achieve this, the Single Shot Detector (SSD)
algorithm! was compared with the You Only Look
Once (YOLOV7) detection model'” using labeled data
from the UCB-CRC. The SSD algorithm generates a
feature map from an input image with a single pass
through a convolutional network. YOLOV7 is a state-
of-the-art object detection algorithm that excels in real-
time performance and accuracy. It employs a single
neural network to simultaneously predict bounding
boxes and class probabilities for multiple objects within
an image. Ultimately, the YOLOv7 model was selected
due to its superior performance in detecting the eyelid
area in meibography images (see Results).

The trained YOLOvV7 model was then tested on
the previously unseen DREAM dataset,’ which is a
larger dataset without annotations. This evaluation
allowed us to assess the generalization capability of
the model and its effectiveness in detecting the eyelid
area in real-world, non-curated meibography images.
Figure 4 presents visualization examples that demon-
strate the identification of the eyelid areas in meibog-
raphy images.

Automated Tarsal Plate Segmentation

Tarsal plate segmentation plays an important role
in the overall approach, as it allows the clinician or
researcher to refine the initially detected eyelid area
and obtain a more precise segmented tarsal plate mask.
This refined mask increases the likelihood of the model
heavily weighting areas within the image that show
the MGs in order to distinguish DE from non-DE, as
opposed to relying on clinically irrelevant areas of the
image.

SAM was employed to automate the segmenta-
tion of the tarsal plate.'® SAM is a state-of-the-art
image segmentation model that utilizes a prompt-based
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Figure 4. Automated eyelid detection. This figure presents visual examples that illustrate the accuracy of the automated eyelid detection
method. The ground truth bounding boxes are indicated in red, representing the reference eyelid areas, and the lime green bounding boxes

depict the predictions of the model.

Figure 5. Segmented tarsal plate masks from the DREAM dataset. The green bounding box represents the box prompt generated by the
automated eyelid detector in phase 1 and used by the SAM in phase 2, and the blue area signifies the prediction of the model.

approach, trained on an extensive dataset of over 1
billion masks. By utilizing SAM, the tarsal plate within
the eyelid area can be delineated. The model design and
training methodology of SAM make it highly adapt-
able for various tasks, including zero-shot learning.”’

To illustrate the effectiveness of the tarsal plate
segmentation, depictions of the segmented tarsal
plate masks from the DREAM dataset are presented
in Figure 5. These DREAM results demonstrate
the capability of the model to accurately delin-
eate the boundaries of the tarsal plate and generate
refined masks in real-world, non-curated meibography
images.
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Segmented Meibography Image Feature
Refinement

Segmented tarsal plate mask refinement is an impor-
tant step in the analysis as the initial segmentation
masks often contain missing or discontinuous parts of
the tarsal plate, which in turn can introduce inaccura-
cies in subsequent measurements such as total tarsal
plate area, percent area of atrophy, MG density, and
gland morphological characteristics. Therefore, it is
essential to develop an algorithm that can refine the
segmentation mask and effectively excise clinically irrel-
evant areas and fill gaps in the images.
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Examples of segmented tarsal plate mask refinement. This figure depicts the visual enhancement of meibography images

through the mask refinement algorithm. Row 1 displays the original raw images, row 2 illustrates the initial state of the segment masks,
and row 3 displays the enhanced state achieved after the application of the mask refinement algorithm.

To address this issue, the CascadePSP algorithm?!
was employed for refining segmentation masks. The
algorithm leverages a cascade framework consisting
of multiple stages, each performing global and local
refinement steps. At each stage, the global refinement is
first applied to incorporate high-level contextual infor-
mation to refine the initial segmentation mask, captur-
ing global patterns and context within the image. In the
subsequent local refinement, the algorithm focuses on
enhancing the local details and fine-grained boundaries
of the tarsal plate, ensuring its accurate delineation.

The refinement process of the segmented tarsal plate
mask enables a more thorough exploration and analy-
sis of meibography image features. Figure 6 presents
visual examples of tarsal plate masks depicting the
initial state before the refinement process (row 2) and
the improved state after applying the mask refine-
ment algorithm (row 3). This comparison highlights the
enhanced quality and completeness of the tarsal plate
masks obtained through the refinement process.

Specular Reflection Removal

Specular reflections in images of the MG can occur
due to various factors such as the lighting condi-
tions during imaging or the surface properties of the
palpebral conjunctival tissues.”> These reflections can
obscure the visibility of the MG and affect the accuracy
of analysis. Therefore, it was important to develop an
automated algorithm to effectively remove these reflec-
tions.
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Given a raw meibography image /(x, y), a binary
threshold is applied to the grayscale image to create a
mask that identifies the specular reflections:

L if I(x,y)><
M (x,y) = {0, otherwise S

where the threshold value t is empirically determined
to distinguish the reflections from the rest of the image,
and M(x, y) is the binary mask representing the area of
specular reflections in the meibography image I(x, y).
Here, x and y are the spatial coordinates that define the
position of each pixel in the image.

To include neighboring pixels in the mask, dilation
using a 3 x 3 kernel as default is performed. Let K be
the 3 x 3 dilation kernel and D be the dilated mask:

D(x,y) = max; ;e g {M(x+1,y+ )} )

where D(x, y) incorporates neighboring pixels using
the 3 x 3 kernel K. The coordinates x and y specify
the position of a pixel in the original mask, M,
and i and j represent the relative positions of neigh-
boring pixels within the 3 x 3 kernel. This helps
to expand the reflection region and ensure that all
affected pixels are accounted for. To achieve this, the
dilated mask, D, was utilized to guide an inpaint-
ing algorithm for its ability to fill in the reflection
regions with pixel values that maintain the integrity
of the original image. This inpainting process begins
by carefully assessing the information from surround-
ing pixels to predict and fill in any gaps or damaged
areas within the image. The goal is to ensure that
the reconstructed segments integrate with the existing
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(row 2) the application of the reflection removal algorithm.

image features, resulting in an inpainted image that
maintains visual consistency with the original meibog-
raphy image. Visual examples of meibography images
before (row 1) and after reflection removal (row 2) are
presented in Figure 7. By mitigating the loss of pixels
potentially encoding diagnostic information caused by
the presence of specular reflections, the quality of the
images is enhanced to facilitate more accurate analysis
of meibography image features.

Unsupervised Meibography Image Feature
Learning

The non-parametric instance discrimination
(NPID) method> was employed to differentiate
between DE and non-DE meibography images. An
unsupervised instance discriminator was pretrained on
ImageNet?* and then trained on encoded meibogra-
phy image features after eyelid detection, tarsal plate
segmentation, and mask refinement. The primary
objective of this discriminator was to establish a repre-
sentation space in which similar features from the
same category (DE or non-DE) are brought into closer
proximity while features from distinct categories are
mapped farther apart. This enables the learned feature
representation to effectively encapsulate the underlying
patterns and characteristics that distinguish DE and
non-DE meibography images.

Experiments were conducted to demonstrate the
performance of the proposed method. In these exper-
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Examples of specular reflection removal. This figure presents a visual comparison of meibography images before (row 7) and after

iments, the automated eyelid detector, tarsal plate
segmentation, and mask refinement steps were applied
prior to inputting the resulting image to the unsuper-
vised instance discriminator to distinguish meibogra-
phy images from DE and non-DE subjects.

Eyelid Detection Results

The automated eyelid detection model was trained
using the annotated UCB-CRC dataset. The perfor-
mance evaluation was conducted on the UCB-CRC
validation split to assess the effectiveness of the model
in detecting eyelid areas. Two detection models were
employed, SSD!° and YOLOvV7,"> and they were
compared in terms of their performance (Table 1).
The YOLOvV7 model consistently achieved higher mean
average precision (mAP), indicating its superior perfor-
mance in detecting the eyelid area.

To further enhance the performance of the detec-
tion model, variations to the annotations were intro-

Table 1. Performance of Two Eyelid Area Detection
Models

mAP at 0.5 mAP at 0.5:0.95
SSD 73.2% 31.5%
YOLOv7 95.3% 51.2%
YOLOv7#** 98.6% 73.1%

Two detection models, SSD and YOLOv7, were evaluated
in terms of mMAP at 0.5 and mAP at 0.5:0.95, and YOLOv7
achieved better accuracy. To further improve the accuracy of
the detection model, annotation variations were introduced
for scale and position adaptability, along with application of a
contrast-enhancing high-pass filter. These strategies notably
enhanced the detection performance (shown as YOLOv7*¥).
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Examples of Grad-CAM visualization. Grad-CAM was employed to gain visual insight into the regions of the meibography images

that played a significant role in the final detection process. The Grad-CAM analysis highlights that the identified important visual regions
consistently correspond to the eyelid areas containing the Meibomian glands.

duced, allowing the model to adapt to different scales
and positions of the gland areas encountered in real-
world scenarios. A high-pass filter was also applied to
the input images to enhance contrast, further improv-
ing detection accuracy.

Gradient-weighted class activation mapping (Grad-
CAM)?> was utilized to provide visual understanding
of the key areas in meibography images that played a
significant role in the detection process. This adapta-
tion was achieved by applying Grad-CAM to the final
convolutional layer outputs of YOLOvV7, focusing on
the feature maps that are actively involved in predicting
the class and location of the object. The visual evidence
from Grad-CAM, illustrated in Figure 8, qualitatively
confirms that the attention of the model was consis-
tently focused on MG regions essential for the diagno-
sis, ensuring the reliance of the model on pertinent
features within the tarsal plate area. This approach
underscores the ability of the model to concentrate
on diagnostically relevant aspects of the image while
disregarding potential distractions from background
elements (e.g., eyelashes) or other non-relevant parts of
the image (e.g., pupil). Such clarity in the focal areas
of the model is critical, enhancing its trustworthiness
and interpretability in the context of medical imaging,
where the rationale behind diagnostic predictions is of
paramount importance.

Tarsal Plate Segmentation Results

After eyelid detection had been performed by the
trained model on all UCB-CRC and DREAM study
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meibography images, the next step was to perform a
more detailed segmentation of the tarsal plate area
containing the MG. In the case of the DREAM
dataset, which does not provide mask annotations
for tarsal plates, a human assessment strategy was
devised to evaluate the segmentation performance. The
principal clinical investigator (MCL), alongside a team
of laboratory members, examined 634 segmentation
outcomes and developed a qualitative categorization
to classify these results, as depicted in Figure 9. The
evaluation process categorized the segmentation results
into four distinct categories, each capturing different
aspects of the segmentation outcome:

1. Accurate and precise segmentation—Tarsal plate
segmentation is well executed, accurately delin-
eating the entirety of the visible tarsal plate
without including surrounding tissues.

2. Tarsal plate with eyelashes andlor skin—
Segmentations encompass not only the tarsal
plate but also surrounding eyelashes and/or skin.

3. Tarsal plate with ocular surface—The tarsal plate
is properly segmented, but the segmentation area
extends to include parts of the ocular surface.

4. Other segmentation challenges—The segmenta-
tion process leads to incomplete or inaccurately
segmented tarsal plates, due to factors such as
poor focus or alignment of the original images,
image artifacts, partially everted eyelids, or the
inclusion of foreign objects such as fingers or
cotton swabs in the meibography images.
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Figure 9. Segmentation outcome categorization. This figure presents the qualitative classification of masked and segmented images into
four categories, detailing the varying levels of segmentation precision and characteristics.

Table 2. Evaluation for Tarsal Plate Segmentation

CRC (DE) CRC (Non-DE) DREAM (DE) Total

Accurate and precise segmentation 15 (63%) 124 (59%) 197 (49%) 336 (53%)
Tarsal with eyelash and/or skin 1 (4%) 8 (9%) 85 (21%) 104 (17%)
Tarsal with ocular surface 7 (29%) 61 (29%) 66 (17%) 134 (21%)
Usable images 23 (96%) 203 (97%) 348 (87%) 574 (91%)
Other segmentation challenges 1 (4%) 8 (3%) 1(13%) 60 (9%)
Tarsal > 50% (success) 23 (96%) 202 (96%) 333 (83%) 558 (88%)
Tarsal < 50% (failure) 1 (4%) 9 (4%) 66 (17%) (12%)
Total 24 (100%) 211 (100%) 399 (100%)

This evaluation for tarsal plate segmentation includes a four-category assessment and an additional evaluation to determine
whether the tarsal plate area constitutes more than 50% of the image.

It is important to note that images in the first three
categories are all usable for meibography evaluation, as
they all include the majority of the tarsal plate area with
the MG in clear focus. The fourth-category images are
generally not usable for meibography evaluation, and
their identification serves as a screening step to elimi-
nate flawed images. Upon review by the lead clinical
investigator and the study team, there were no images
that were considered usable for MG analysis that never-
theless were judged to be in category 4 due to flaws in
detection, segmentation, or mask refinement.

In addition to the four-category qualitative assess-
ment, all images were also inspected to determine
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whether the represented tarsal plate (the area of inter-
est) constituted more than approximately 50% of the
masked and segmented image. This evaluation resulted
in either success or failure outcomes. In Table 2,
summarizing the tarsal plate segmentation outcomes
in this way reveals specific insights and challenges due
to the diverse datasets analyzed. The row for “Tarsal
> 50% (success)” highlights that in 88% of images
processed, more than half of the resulting final image
depicts the tarsal plate area of interest, affirming the
efficacy of the model in delineating the area of inter-
est. However, the images categorized as “Other” repre-
sent complex cases often influenced by factors such as
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partially everted eyelids or foreign objects, and they
present a collective challenge, ranging from 3% to 13%
of images, with the highest number (13%) coming from
the non-curated, real-world data. Similarly, the “Tarsal
with ocular surface” outcomes in the DREAM (DE)
dataset (17%) suggest opportunities for refining the
segmentation algorithms to precisely isolate the tarsal
plate without extending into ocular surface compo-
nents.

Meibography Image Feature Learning Details

Having detected the eyelid area, refined the mask,
and segmented the tarsal plate area, a model was
next trained to learn features of the resulting images
and attempt to discriminate meibography images from
DE and non-DE subjects. We employed the NPID
approach to quantitatively analyze the extracted image
features. For this purpose, ResNet-50°° was employed
as the backbone network, which encoded the outputs
into 128-dimensional vectors throughout all experi-
mental setups. The model training process utilized
stochastic gradient descent?’ with a momentum value
of 0.9, employing a batch size of 16 and an initial learn-
ing rate of 0.005.

The network model was trained over 200 epochs,
building upon the foundation of the pretrained
ImageNet model.>* To augment the data for robust
training,”® various techniques were applied to each
image feature sample. Random cropping of 224 x
224 pixel regions from the images served to intro-
duce spatial diversity into the training data, allowing
the model to better capture different gland configura-
tions and orientations. Color jittering was employed
to enhance the ability of the model to generalize by
introducing variations in grayscale color intensity in
the infrared images, emulating real-world variations in
image acquisition conditions. Horizontal flipping was
used to further diversify the training data, ensuring
that the model could effectively recognize MG features
regardless of their orientation. These techniques collec-
tively aimed to enrich the training dataset, promoting
the ability of the model to generalize and perform effec-
tively across a wide range of MG feature variations
commonly encountered in practice.

Meibography Image Feature Learning
Results

Initially, results on the validation set based on the
NPID model pretrained on ImageNet and fine-tuned
on UCB-CRC + DREAM data achieved surprisingly
high accuracy. The instance-wise accuracy was 92.8%,
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and the DE and non-DE class accuracies were 92.5%
and 92.9%, respectively. This initial result was surpris-
ing because DE is a multifaceted disease with many
interrelated factors ultimately contributing to patient
symptoms, so the model would not be expected to
achieve such high classification accuracy using only
meibography images as the sole input. These results
raised concerns about the reliability of the classifica-
tion model and extracted meibography image features
because all non-DE samples originated from the UCB-
CRC dataset, and all DREAM study subjects were
moderate-to-severe DE by design. Given this imbal-
anced data distribution and the initial results, it was
plausible to suspect that the prediction of the model
might be influenced by the source of each dataset,
rather than accurately capturing the intrinsic charac-
teristics of the MG features. Therefore, the source-
wise accuracy for correctly predicted DE samples was
examined, and a substantial difference in accuracy was
found between the UCB-CRC (DE) and DREAM
(DE) datasets. The source-wise accuracy for UCB-
CRC (DE) samples was found to be only 16.6%,
whereas it was 97.5% for DREAM (DE) samples.
This observation suggested that the classifier might
have been relying on features that reflected the dataset
source rather than the characteristics of the MG.

To address the issue of dataset source correla-
tion, two strategies were implemented. First, the image
samples in the DREAM dataset were resized to have
a scale similar to that of the UCB-CRC images. This
resizing aimed to align the scales of samples from differ-
ent sources, reducing the potential bias introduced by
source-specific image characteristics. Second, the scale
range for the random resize cropping augmentation
was adjusted from 0.7 to 1, ensuring that the cropping
process remained focused on the image areas contain-
ing the MG. Finally, an additional random rotation
of £5° was added in order to improve the robust-
ness of the model in handling meibography images
with slight rotational variations in real-world scenarios,
and empirical fine-tuning was performed to improve
source-wise accuracy.

By implementing these strategies in the data and
model training scheme, a substantial improvement
in source-wise accuracy was observed for UCB-CRC
(DE) samples, increasing from 16.6% to 70.8%. This
adjustment resulted in more balanced source-wise
accuracies between UCB-CRC (DE) and DREAM
(DE) samples, as shown in Table 3. However, it is
important to note that further work is required to
prevent the model from relying on dataset source and
instead prioritize the classification based on the charac-
teristic MG features indicative of DE and non-DE
conditions.
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Table 3. Performance of Classification Model on the UCB-CRC and DREAM Datasets

DE Accuracy Within DE Accuracy Within Instance-Wise Non-DE Class DE Class
UCB-CRC (n=24) DREAM (n =399) Accuracy Accuracy  Accuracy

Raw meibography image

Baseline results 4.2% 97.7% 94.4% 92.2% 96.7%
Raw image + eyelid detection

Baseline results 4.2% 92.5% 91.6% 87.5% 95.7%
Raw image + eyelid detection + tarsal plate segmentation

Baseline results 16.6% 97.2% 92.8% 92.5% 92.9%

+ Rescale DREAM 41.7% 91.4% 86.6% 81.3% 91.9%

+ Adjust random crop 54.2% 88% 84.2% 76.7% 91.7%

+ Rotation and fine-tune 70.8% 91.7% 80.8% 72% 90.5%

The results indicate that the ability of the classifier to distinguish between DE and non-DE samples from tarsal plate masks
can be attributed more to the inherent characteristics of the MG features rather than being solely influenced by the dataset
source. This also reinforces the value of the segmentation-based approach, with the results serving as a baseline comparison
for models utilizing raw meibography images without standardization and those enhanced with eyelid detection.

Meibography Image Feature Visualization visualize and analyze feature distributions from 634
validation samples of meibography images, as depicted

The Uniform Manifold Approximation and Projec- in Figure 10. The UMAP plot distinctly separates
tion (UMAP) visualization? technique was applied to DE samples from the DREAM dataset and non-

=

® DE (from DREAM) % 4 '™

non-DE (from CRC) 2 X .; 9. o

DE (from CRC) g u® ° 9

'“(-rf:n"_ﬂ -“-‘ﬁ (RS o3 .7 Mg
\J

Figure 10. UMARP visualization. In examples 1 and 2, it is observed that the orange dots (indicating DE samples from the UCB-CRC dataset)
are closer to the green dots (indicating non-DE samples from UCB-CRC dataset). This closeness implies that many DE samples in UCB-CRC have
moderate severity, leading to similar tarsal plate morphology compared to non-DE samples. Conversely, in examples 3 and 4, the orange dots
are nearer to the red dots (indicating DE samples in the DREAM dataset), suggesting that some DE samples in the DREAM dataset may also
exhibit moderate severity. In examples 5 and 6, we observe that the red dots are close to the green dots. This suggests that, although images
naturally cluster by the DE grade, images from different grades may be closely positioned. This proximity could stem from inconsistencies
in subjective annotations or because similarities in overall morphology overshadow more subtle distinctions.
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DE samples from the UCB-CRC dataset, highlight-
ing the feature discriminative capability of our model.
Moreover, non-DE samples exhibit subclustering,
aligning with anatomical distinctions between the
upper and lower eyelids.

Interestingly, we observe a subset of DE samples
(shown in examples 1 and 2 in Figure 10) from the
UCB-CRC dataset (orange dots) intermingling with
non-DE samples (green dots) from the same source.
This pattern indicates possible morphological similar-
ities in the tarsal plate region between some DE and
non-DE subjects within the UCB-CRC dataset. This
is likely because the CRC dataset includes many DE
cases that are mild or moderate, whereas the DREAM
study recruited moderate-to-severe DE patients only
(see Fig. 2). The similar phenomenon can also explain
the closeness between CRC and DREAM DE samples
illustrated in examples 3 and 4 in Figure 10. This
observation could potentially affect the predictive
performance of the image-based model when distin-
guishing between DE and non-DE conditions based
solely on image features. In examples 5 and 6, we
noticed that the DREAM DE samples (red dots) are
positioned close to some UCB-CRC non-DE samples
(green dots). This observation suggests that although
images naturally cluster according to the DE grade,
occasionally images from different grades appear in
close proximity. This phenomenon could result from
inconsistencies in subjective annotation or because
the overall morphological similarities overshadow local
differences. Acknowledging this limitation, future work
could incorporate clinical metadata alongside meibog-
raphy imaging, forming a multimodal input strategy.
Such an approach, inspired by prior work,*' 3 would
provide the model with a richer information set, poten-
tially refining its predictive accuracy and enhancing its
clinical utility.

The current study presents a standardized frame-
work that quantifies and classifies meibography image
features and establishes a consistent analysis process.
This framework introduces a two-stage approach
involving automated eyelid detection and tarsal
plate segmentation. In the first stage, an Al model
trained on curated UCB-CRC data can also identify
relevant meibography image features within non-
curated datasets such as that from the DREAM study.
The second stage employs automated tarsal plate
segmentation to enhance the accuracy of gland struc-
ture characterization, thereby enabling more precise
comparisons between non-DE and DE images.
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The proposed framework represents a significant
effort to standardize the analysis process for meibogra-
phy images. Meibography images from real-world clini-
cal settings often present unique challenges compared
to curated datasets. These challenges include varia-
tions in image quality, lighting conditions, and patient
positioning, resulting in a wide array of image charac-
teristics.’® Moreover, real-world datasets are typically
less controlled, non-curated, and lacking annotations.
By bootstrapping the model from curated datasets
(e.g., UCB-CRC), this methodology addresses the
challenges from real-world datasets (e.g., DREAM).
The approach presented here ensures robustness and
reliability in classifying meibography images and
standardizes processing of meibography images, thus
improving comparisons of meibography taken at differ-
ent locations and/or by different investigators.

Although the methodology is currently based on
a single set of criteria that defines DE and non-DE
subjects, future endeavors will extend the classifica-
tion to accommodate multiple different criteria for
comparisons between normal and DE subjects.’> This
expansion could provide insights into the set of crite-
ria that best defines DE for purposes of predictions
based on meibography. Another aspect that requires
consideration is tarsal plate segmentation. In the non-
curated, real-world DREAM dataset, we observed that
“Tarsal with eyelash and/or skin” and “Tarsal with
ocular surface” outcomes accounted for 21% and 17%
of processed images, respectively. This highlights the
need to refine segmentation algorithms to precisely
isolate the tarsal plate, minimizing interference with the
eyelashes, skin, and ocular surface components. These
observations underscore both the strengths and oppor-
tunities for improvement in tarsal plate segmentation,
setting the stage for more robust meibography image
analysis in real-world scenarios.

In real-world applications, the proposed frame-
work addresses the limitations inherent in exist-
ing assessment methods. By automating the process
and effectively utilizing the AI model, subjectivity
is minimized and efficiency increased in analyzing
meibography image features. This approach also signif-
icantly reduces the gap between the curated UCB-CRC
dataset and real-world datasets, such as that from the
DREAM study, which lack annotations. This integra-
tion of curated and non-curated datasets facilitates a
more generalizable evaluation of meibography image
features and their variations in health and disease.

This framework introduces a standardized method-
ology that is universally applicable. It simplifies the
integration of diverse meibography images into large-
scale databases and plays a central role in enhanc-
ing the comparability of research findings across
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different sources by standardizing the image process-
ing pipeline. Whether the task at hand involves
disease classification, quantifying gland features, or
any other meibography-related analysis, this frame-
work optimizes the process, making it accessible to
a broader research community while fostering consis-
tency in analytical approaches.
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