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3. Generalization and Efficiency

2. Solidify Recognition by Adapting SegmentationOur CAST = ViT w/ Superpixels + Graph Pooling

1. Beats ViT on unsupervised hierarchical segmentation on ImageNet
2. Beats SAM on unsupervised object segmentation on PartImageNet
3. Beats HSG on unsupervised human-body parsing on DensePose
4. Better downstream semantic segmentation
5. Better recognition and efficiency
6. Both superpixels and token pooling contribute to performance gains

Continuum of Internal Segmentation onto Recognition

Consistency of Visual Parsing instead of Text Labels

Concurrency of Segmentation and Recognition

mIoU = 0.4

mIoU = 0.9

1. Unsupervised Part-Whole Discovery

OF Recognition
BY Recognition
FOR Recognition

Segmentation as part
learned

uncovering part-whole

1. Always trained, tested, and 
adapted together

2. Segmentation substantiates 
recognition

3. Recognition leads 
segmentation
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image patches superpixelsViT: 32, 16, 8-way segments CAST: 32, 16, 8-way segments

image HSG: 32, 16, 8-way segments CAST: 32, 16, 8-way segments GT: 14, 4, 1 labels
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