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Summary: Given an input image, we predict a distribution over transforms. We use it for data augmentation, aligning instances, and adapting to unexpected (OOD) poses

Better imbalanced classification

Zero-shot transfer: aligning unseen classes

MNIST images before and after alignment
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Instance-wise transformation distributions

Robustness to novel poses via “mental rotation” 

Generalizing Invariance across classes

Larger Augmentation Range → Higher Accuracy

“Mental rotation” through mean shift

Learning to transform before recognition

Approximate instance-wise invariance: How?  
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Normalizing flow for instance-wise distribution




