
Debiased Learning from Naturally Imbalanced Pseudo-Labels
Xudong Wang        Zhirong Wu        Long Lian        Stella X. Yu

Our Debiased Pseudo-LabelingContributions

Code

due to intrinsic data similarity, even when the model is 
trained and tested on balanced data; pseudo-labeled tail 
classes have stronger inter-class confusion.

Adaptive debiasing on weak augmentations: Offset to 
reduce the class bias, more on pseudo-labeled head classes

Adaptive margin on strong augmentations: Offset to reduce 
inter-class confusion, more on pseudo-labeled tail classes

Outperform CLIP with bigger 
models or fine-tuned w/ labels

Pseudo-Labels Are Naturally Imbalanced 

CLIP

First Insight: Pseudo-labels by machines are naturally 
imbalanced, just like ground-truth labels by humans.

First debiased learning algorithm for pseudo-labels w/o 
knowing actual classification margins.

New SOTA on ImageNet: +9% on zero-shot, +26% on 
0.2% semi-supervised learning; a universal add-on. 

New SOTA: Large Gains, Robust, Simple & Lean


