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Unknown Test 
Environments

Generalizable/Universal RL 
Algorithm

Existing Methods: Universal/Generalizable RL

§ Most existing methods: a universal RL model. 
Caveat: often leads to instability in training since RL algorithms are fragile. 

§ Recent works: adapt at test time. 
Caveat: leads to more unpredictability and long latency at test time. 
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Our Approach: Feeding “Clean” and Invariant Vision to RL

RL Algorithm

Distraction-invariant 
Observation Space

VAI (•)

VAI (•)

VAI (•)

Unknown Test 
Environments

We try to transform the input data to a distraction-invariant observation space, and then ask
the RL algorithm to perform in such a space without distractions.
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Unsupervised Keypoint Detection (Stage 1 of VAI)
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[1] Tomas Jakab, et al. Unsupervised learning of object landmarks through conditional image generation. NeurIPS 2018.
[2] Tejas D Kulkarni, et al. Unsupervised learning of object keypoints for perception and control. NeurIPS 2019.
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Keypoint Location as an Invariant Visual Representation?

Due to occlusion, symmetry, and lacking visual distinctions, it is often impossible to track 
keypoints consistently across frames.

t = 0 t = 160t = 120t = 80t = 40
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Unsupervised Visual Attention and Invariance (Stage 2&3 of VAI)
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We thank all three reviewers for their insightful comments!
R2 regards our causal inference with counterfactual reason-
ing ... serves as a valuable point of inspiration for future
research. R3 believes that our idea is novel and interesting
and our experimental results have demonstrated the superi-
ority of the proposed algorithm. R4 acknowledges that the
paper generally is trying to solve an important challenge.
The method is also novel. The performance is strong. We
also appreciate R4’s potential willingness to change the rat-
ing to strong accept because it can be a really impactful
work. We are committed to reproducible research, clear
writing, and public code release.
[R2: 3.1, 3.5, 5] Clarifications for goals. We reduce visual
training and testing inconsistencies by reducing distractions:
variations irrelevant to the task and interfering generaliza-
tion of the learned model, e.g., noise, texture, color, and
background movements. While PAD uses test-time adapta-
tion to handle such inconsistencies, we achieve better results
without using the test-time data, with more stability, with
less compute and latency. Our work also surpasses concur-
rent work SODA1, which tries to solve a similar discrepancy
problem with soft data augmentation (see answer R4: 3.5).
[R2: 3.2, 3.6] What’s the RL agent/setting/assumption?

We assume the same setting as SAC, which is the RL baseline
that was used in PAD, SODA and our VAI. We assume
episodic settings and focus on model-free RL agents. Please
refer to the SAC paper for details. Pelase note that we do not
add any additional assumptions for agent dynamics.
[R2: 3.4] Evidence that data augmentation leads to in-

stability. It is indicated by experiment settings of domain
randomization on Page 5 of the PAD paper that RL with
augmented data often causes training to be more unstable or
even couldn’t converge, which requires really careful con-
trol of the augmentation strength to avoid collapsing. Our
work is meaningful in eliminating augmentation instability
by decoupling these two stages.
[R3: 3.2, 5.2] VAI vs. RL data augmentation only. We
only use weak augmentation to eliminate accidental leakage

1SODA: Hansen N, Wang X. Generalization in Reinforcement Learning by Soft
Data Augmentation. arXiv preprint arXiv:2011.13389.

of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
[R3: 5.4] Why sample 20 trajectories? VAI uses images
from 20 episodes to train adapter (20 is a hyperparam). The
samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
env because the goal location changes across episodes. If
we only sample within an episode, the algorithm will never
learn to detect the goal. If the goal moves in an episode, such
sampling across episodes may not be needed.
[R3: 5.7] Effect of the de-noise trick. De-noise is a pre-
processing to remove slowly-moving video background. We
find our VAI with de-noise trick reduces most distractions
without influencing the main moving part of the agent.
[R4: 3.1] Qualitative results were shown in section 4 of
supplementary materials. We will add more visualizations.
[R4: 3.2, 5.3] Why using naive keypoints is not as good

as VAI? The baseline experiments with only keypoints are in
supplementary materials, section 3. The original keypoints
method works in easier 2D environments (e.g. PacMan),
because differentiating different ghosts is beneficial to the
reconstruction objective: By assigning an output channel,
i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
be hard since it’s difficult even for humans to distinguish the
left and right feet (Fig. 1). Fig. 3 shows that it is hard for
an unsupervised keypoint detector to maintain meaningful
correspondences over time.
[R4: 3.4, 5.1-2] What if the training data are noisy/hard?

The reason why PAD, SODA and our method VAI focus on
adapting test-time noise is that unexpected test-time noise
has a much larger potential impact than train-time noise: If
the training noise isn’t too fatal to prevent the RL agent from
learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on
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of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
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samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
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i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
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has a much larger potential impact than train-time noise: If
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learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

100

101

102

103

104

105

106

107

CVPR
#3445

CVPR
#3445

CVPR 2021 Submission #3445. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Unsupervised Visual Attention and Invariance for Reinforcement Learning

D(ot)
D(os)
D̂(ot)
D̂(os)
Is
It
D̂(Is)
D(Is)
D(It)
E(It)
E(Is)

We thank all three reviewers for their insightful comments!
R2 regards our causal inference with counterfactual reason-
ing ... serves as a valuable point of inspiration for future
research. R3 believes that our idea is novel and interesting
and our experimental results have demonstrated the superi-
ority of the proposed algorithm. R4 acknowledges that the
paper generally is trying to solve an important challenge.
The method is also novel. The performance is strong. We
also appreciate R4’s potential willingness to change the rat-
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variations irrelevant to the task and interfering generaliza-
tion of the learned model, e.g., noise, texture, color, and
background movements. While PAD uses test-time adapta-
tion to handle such inconsistencies, we achieve better results
without using the test-time data, with more stability, with
less compute and latency. Our work also surpasses concur-
rent work SODA1, which tries to solve a similar discrepancy
problem with soft data augmentation (see answer R4: 3.5).
[R2: 3.2, 3.6] What’s the RL agent/setting/assumption?

We assume the same setting as SAC, which is the RL baseline
that was used in PAD, SODA and our VAI. We assume
episodic settings and focus on model-free RL agents. Please
refer to the SAC paper for details. Pelase note that we do not
add any additional assumptions for agent dynamics.
[R2: 3.4] Evidence that data augmentation leads to in-

stability. It is indicated by experiment settings of domain
randomization on Page 5 of the PAD paper that RL with
augmented data often causes training to be more unstable or
even couldn’t converge, which requires really careful con-
trol of the augmentation strength to avoid collapsing. Our
work is meaningful in eliminating augmentation instability
by decoupling these two stages.
[R3: 3.2, 5.2] VAI vs. RL data augmentation only. We
only use weak augmentation to eliminate accidental leakage

1SODA: Hansen N, Wang X. Generalization in Reinforcement Learning by Soft
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of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
[R3: 5.4] Why sample 20 trajectories? VAI uses images
from 20 episodes to train adapter (20 is a hyperparam). The
samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
env because the goal location changes across episodes. If
we only sample within an episode, the algorithm will never
learn to detect the goal. If the goal moves in an episode, such
sampling across episodes may not be needed.
[R3: 5.7] Effect of the de-noise trick. De-noise is a pre-
processing to remove slowly-moving video background. We
find our VAI with de-noise trick reduces most distractions
without influencing the main moving part of the agent.
[R4: 3.1] Qualitative results were shown in section 4 of
supplementary materials. We will add more visualizations.
[R4: 3.2, 5.3] Why using naive keypoints is not as good

as VAI? The baseline experiments with only keypoints are in
supplementary materials, section 3. The original keypoints
method works in easier 2D environments (e.g. PacMan),
because differentiating different ghosts is beneficial to the
reconstruction objective: By assigning an output channel,
i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
be hard since it’s difficult even for humans to distinguish the
left and right feet (Fig. 1). Fig. 3 shows that it is hard for
an unsupervised keypoint detector to maintain meaningful
correspondences over time.
[R4: 3.4, 5.1-2] What if the training data are noisy/hard?

The reason why PAD, SODA and our method VAI focus on
adapting test-time noise is that unexpected test-time noise
has a much larger potential impact than train-time noise: If
the training noise isn’t too fatal to prevent the RL agent from
learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on
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R2 regards our causal inference with counterfactual reason-
ing ... serves as a valuable point of inspiration for future
research. R3 believes that our idea is novel and interesting
and our experimental results have demonstrated the superi-
ority of the proposed algorithm. R4 acknowledges that the
paper generally is trying to solve an important challenge.
The method is also novel. The performance is strong. We
also appreciate R4’s potential willingness to change the rat-
ing to strong accept because it can be a really impactful
work. We are committed to reproducible research, clear
writing, and public code release.
[R2: 3.1, 3.5, 5] Clarifications for goals. We reduce visual
training and testing inconsistencies by reducing distractions:
variations irrelevant to the task and interfering generaliza-
tion of the learned model, e.g., noise, texture, color, and
background movements. While PAD uses test-time adapta-
tion to handle such inconsistencies, we achieve better results
without using the test-time data, with more stability, with
less compute and latency. Our work also surpasses concur-
rent work SODA1, which tries to solve a similar discrepancy
problem with soft data augmentation (see answer R4: 3.5).
[R2: 3.2, 3.6] What’s the RL agent/setting/assumption?

We assume the same setting as SAC, which is the RL baseline
that was used in PAD, SODA and our VAI. We assume
episodic settings and focus on model-free RL agents. Please
refer to the SAC paper for details. Pelase note that we do not
add any additional assumptions for agent dynamics.
[R2: 3.4] Evidence that data augmentation leads to in-

stability. It is indicated by experiment settings of domain
randomization on Page 5 of the PAD paper that RL with
augmented data often causes training to be more unstable or
even couldn’t converge, which requires really careful con-
trol of the augmentation strength to avoid collapsing. Our
work is meaningful in eliminating augmentation instability
by decoupling these two stages.
[R3: 3.2, 5.2] VAI vs. RL data augmentation only. We
only use weak augmentation to eliminate accidental leakage

1SODA: Hansen N, Wang X. Generalization in Reinforcement Learning by Soft
Data Augmentation. arXiv preprint arXiv:2011.13389.

of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
[R3: 5.4] Why sample 20 trajectories? VAI uses images
from 20 episodes to train adapter (20 is a hyperparam). The
samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
env because the goal location changes across episodes. If
we only sample within an episode, the algorithm will never
learn to detect the goal. If the goal moves in an episode, such
sampling across episodes may not be needed.
[R3: 5.7] Effect of the de-noise trick. De-noise is a pre-
processing to remove slowly-moving video background. We
find our VAI with de-noise trick reduces most distractions
without influencing the main moving part of the agent.
[R4: 3.1] Qualitative results were shown in section 4 of
supplementary materials. We will add more visualizations.
[R4: 3.2, 5.3] Why using naive keypoints is not as good

as VAI? The baseline experiments with only keypoints are in
supplementary materials, section 3. The original keypoints
method works in easier 2D environments (e.g. PacMan),
because differentiating different ghosts is beneficial to the
reconstruction objective: By assigning an output channel,
i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
be hard since it’s difficult even for humans to distinguish the
left and right feet (Fig. 1). Fig. 3 shows that it is hard for
an unsupervised keypoint detector to maintain meaningful
correspondences over time.
[R4: 3.4, 5.1-2] What if the training data are noisy/hard?

The reason why PAD, SODA and our method VAI focus on
adapting test-time noise is that unexpected test-time noise
has a much larger potential impact than train-time noise: If
the training noise isn’t too fatal to prevent the RL agent from
learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on
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We thank all three reviewers for their insightful comments!
R2 regards our causal inference with counterfactual reason-
ing ... serves as a valuable point of inspiration for future
research. R3 believes that our idea is novel and interesting
and our experimental results have demonstrated the superi-
ority of the proposed algorithm. R4 acknowledges that the
paper generally is trying to solve an important challenge.
The method is also novel. The performance is strong. We
also appreciate R4’s potential willingness to change the rat-
ing to strong accept because it can be a really impactful
work. We are committed to reproducible research, clear
writing, and public code release.
[R2: 3.1, 3.5, 5] Clarifications for goals. We reduce visual
training and testing inconsistencies by reducing distractions:
variations irrelevant to the task and interfering generaliza-
tion of the learned model, e.g., noise, texture, color, and
background movements. While PAD uses test-time adapta-
tion to handle such inconsistencies, we achieve better results
without using the test-time data, with more stability, with
less compute and latency. Our work also surpasses concur-
rent work SODA1, which tries to solve a similar discrepancy
problem with soft data augmentation (see answer R4: 3.5).
[R2: 3.2, 3.6] What’s the RL agent/setting/assumption?

We assume the same setting as SAC, which is the RL baseline
that was used in PAD, SODA and our VAI. We assume
episodic settings and focus on model-free RL agents. Please
refer to the SAC paper for details. Pelase note that we do not
add any additional assumptions for agent dynamics.
[R2: 3.4] Evidence that data augmentation leads to in-

stability. It is indicated by experiment settings of domain
randomization on Page 5 of the PAD paper that RL with
augmented data often causes training to be more unstable or
even couldn’t converge, which requires really careful con-
trol of the augmentation strength to avoid collapsing. Our
work is meaningful in eliminating augmentation instability
by decoupling these two stages.
[R3: 3.2, 5.2] VAI vs. RL data augmentation only. We
only use weak augmentation to eliminate accidental leakage

1SODA: Hansen N, Wang X. Generalization in Reinforcement Learning by Soft
Data Augmentation. arXiv preprint arXiv:2011.13389.

of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
[R3: 5.4] Why sample 20 trajectories? VAI uses images
from 20 episodes to train adapter (20 is a hyperparam). The
samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
env because the goal location changes across episodes. If
we only sample within an episode, the algorithm will never
learn to detect the goal. If the goal moves in an episode, such
sampling across episodes may not be needed.
[R3: 5.7] Effect of the de-noise trick. De-noise is a pre-
processing to remove slowly-moving video background. We
find our VAI with de-noise trick reduces most distractions
without influencing the main moving part of the agent.
[R4: 3.1] Qualitative results were shown in section 4 of
supplementary materials. We will add more visualizations.
[R4: 3.2, 5.3] Why using naive keypoints is not as good

as VAI? The baseline experiments with only keypoints are in
supplementary materials, section 3. The original keypoints
method works in easier 2D environments (e.g. PacMan),
because differentiating different ghosts is beneficial to the
reconstruction objective: By assigning an output channel,
i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
be hard since it’s difficult even for humans to distinguish the
left and right feet (Fig. 1). Fig. 3 shows that it is hard for
an unsupervised keypoint detector to maintain meaningful
correspondences over time.
[R4: 3.4, 5.1-2] What if the training data are noisy/hard?

The reason why PAD, SODA and our method VAI focus on
adapting test-time noise is that unexpected test-time noise
has a much larger potential impact than train-time noise: If
the training noise isn’t too fatal to prevent the RL agent from
learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on
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We thank all three reviewers for their insightful comments!
R2 regards our causal inference with counterfactual reason-
ing ... serves as a valuable point of inspiration for future
research. R3 believes that our idea is novel and interesting
and our experimental results have demonstrated the superi-
ority of the proposed algorithm. R4 acknowledges that the
paper generally is trying to solve an important challenge.
The method is also novel. The performance is strong. We
also appreciate R4’s potential willingness to change the rat-
ing to strong accept because it can be a really impactful
work. We are committed to reproducible research, clear
writing, and public code release.
[R2: 3.1, 3.5, 5] Clarifications for goals. We reduce visual
training and testing inconsistencies by reducing distractions:
variations irrelevant to the task and interfering generaliza-
tion of the learned model, e.g., noise, texture, color, and
background movements. While PAD uses test-time adapta-
tion to handle such inconsistencies, we achieve better results
without using the test-time data, with more stability, with
less compute and latency. Our work also surpasses concur-
rent work SODA1, which tries to solve a similar discrepancy
problem with soft data augmentation (see answer R4: 3.5).
[R2: 3.2, 3.6] What’s the RL agent/setting/assumption?

We assume the same setting as SAC, which is the RL baseline
that was used in PAD, SODA and our VAI. We assume
episodic settings and focus on model-free RL agents. Please
refer to the SAC paper for details. Pelase note that we do not
add any additional assumptions for agent dynamics.
[R2: 3.4] Evidence that data augmentation leads to in-

stability. It is indicated by experiment settings of domain
randomization on Page 5 of the PAD paper that RL with
augmented data often causes training to be more unstable or
even couldn’t converge, which requires really careful con-
trol of the augmentation strength to avoid collapsing. Our
work is meaningful in eliminating augmentation instability
by decoupling these two stages.
[R3: 3.2, 5.2] VAI vs. RL data augmentation only. We
only use weak augmentation to eliminate accidental leakage

1SODA: Hansen N, Wang X. Generalization in Reinforcement Learning by Soft
Data Augmentation. arXiv preprint arXiv:2011.13389.

of pixels from adapter. Table 5 and local experiments on
DeepMind Control show that augmentation contributes little.
[R3: 5.4] Why sample 20 trajectories? VAI uses images
from 20 episodes to train adapter (20 is a hyperparam). The
samples can be put into replay buffer of RL (not wasted).
[R3: 5.5] When to sample from different episodes? Sam-
pling frames from different episodes is only used in Reacher
env because the goal location changes across episodes. If
we only sample within an episode, the algorithm will never
learn to detect the goal. If the goal moves in an episode, such
sampling across episodes may not be needed.
[R3: 5.7] Effect of the de-noise trick. De-noise is a pre-
processing to remove slowly-moving video background. We
find our VAI with de-noise trick reduces most distractions
without influencing the main moving part of the agent.
[R4: 3.1] Qualitative results were shown in section 4 of
supplementary materials. We will add more visualizations.
[R4: 3.2, 5.3] Why using naive keypoints is not as good

as VAI? The baseline experiments with only keypoints are in
supplementary materials, section 3. The original keypoints
method works in easier 2D environments (e.g. PacMan),
because differentiating different ghosts is beneficial to the
reconstruction objective: By assigning an output channel,
i.e., keypoint, to the ghost in a specific color, the objective is
achieved easily. However, this doesn’t apply to complicated
or 3D environments (e.g. Walker). Modeling each part of
Walker body with a specific channel in activation maps will
be hard since it’s difficult even for humans to distinguish the
left and right feet (Fig. 1). Fig. 3 shows that it is hard for
an unsupervised keypoint detector to maintain meaningful
correspondences over time.
[R4: 3.4, 5.1-2] What if the training data are noisy/hard?

The reason why PAD, SODA and our method VAI focus on
adapting test-time noise is that unexpected test-time noise
has a much larger potential impact than train-time noise: If
the training noise isn’t too fatal to prevent the RL agent from
learning, the RL agent will be invariant to the noise even
without extra components, e.g. PAD. Domain randomization
methods even try to add noise to the training data to reg-
ularize the model. Although our novelty is mostly in how
we ensure RL doesn’t break upon test-time noise, to fully
address your question, we also train an adapter with chal-
lenging natural video background distractions, to compare
with the original environment in Fig. 3. We obtain the clean
mask below, showing VAI’s tolerance on train-time noise
without using the de-noise trick (see answer to R3: 5.7).

[R4: 3.5] Comparisons with concurrent work SODA.
The average return of VAI outperforms SODA (conv) on
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§ Training environment: 
• vanilla environment without domain distractions

§ Testing environments: 
• randomized background colors 
• non-stationary videos 
• distracting objects.

[1] Hansen, Nicklas, et al. "Self-supervised policy adaptation during deployment.” ICLR 2021.
[2] Yu, Tianhe, et al. "Meta-world: A benchmark and evaluation for multi-task and meta reinforcement learning." In Conference on Robot Learning, 2020.

DeepMind Control Benchmark

vanilla randomized colors video backgrounds distractions
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§ Training environment: 
• vanilla environment without domain distractions

§ Testing environments:
• realistic textures: such as marble, metal and wood, as background

§ DrawerWorld is harder since CNN is very sensitive to texture changes 

[1] Hansen, Nicklas, et al. "Self-supervised policy adaptation during deployment.” ICLR 2021.
[2] Yu, Tianhe, et al. "Meta-world: A benchmark and evaluation for multi-task and meta reinforcement learning." In Conference on Robot Learning, 2020.

Our Proposed DrawerWorld Benchmark

vanilla realistic textures
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cumulative rewards when tested on 
randomized colors

VAI Outperforms Current SOTA by 33~53% on Deepmind Control

cumulative rewards when tested on 
video background
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success rate when tested on 
realistic textures

VAI Outperforms Current SOTA by 61~229% on DrawerWorld
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Baseline

VAI

Task: Finger, spin; Test env.: randomized color

Baseline

VAI

Task: Walker, walk; Test env.: video background

Baseline

VAI

Task: DrawerOpen; Test env.: realistic textures

Demo



Takeaway

Adapt the vision, not RL!


