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Introduction Problem setup Multi-channel MRI

4 Iterative optimization + deep learning = d Imaging model: 'y — Ax + v

best of both worlds!*

The University of Texas at Austin

Yy © CM _ measurements A - encoding operator
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data for training
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(1 CNN-based reconstruction:
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