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Motivations
• Superivsed learning is able to discover inter-class corelations.
• Can we learn a metric space by discrimination between instances?
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• Discrimination between instances in a non-parametric fashion.
• Low-dimensional 128 embedding for each image, 600 mb for ImageNet.
• Nearest neighbor search during test time.
• Noise contrastive estimation to reduce computation.
• Proximal regularization to stablize learning.

Parametric vs. Non-Parametric (Why Non-Parametric?)

Unsupervised ImageNet Classification
Main Results

Scale with Trainig Data

code & models

Nearest Neighbors
• unsuperivsed training loss reflects a good estimation

for supervised object recognition performance.

Instances compete in a unit sphere

Parametric:

Non-parametric:

• Not clear how training supervision relates to semantic.
• Why should we use linear SVM for evaluation?
• Inconsistency procedure between train and test.
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Non-parametric instance discrimination

Deal with Million Classes
Sampling - Deduce millions to constant
Noise Contrastive Estimation

Proximal Regularization - Stabilize learning


