
• Affinity fields in small / large neighborhoods 

encode near / long range structural relations.

• One size does not fit all classes; picking the one 

with minimal affinity loss results in trivial solutions.

• Select the right size by pushing the affinity field 

matching to the hard negative cases.

• Our adversarial learning for adaptive kernel sizes:

Adaptive Affinity Fields for Semantic Segmentation 
Tsung-Wei Ke*, Jyh-Jing Hwang*, Ziwei Liu, Stella X. Yu

• Existing methods often use per-pixel supervision 

and ignore label correlations among pixels.

• Our method captures and matches semantic 

relations between pixels in the label space.

• Effective representation: Encode spatial 

structures in distributed, pixel-centric relations.

• Efficient computation: 2 hyper-parameters only, 

zero overhead during inference.

• Accurate segmentation: Get details right and 

generalize to visual appearance changes.

• Pixels of same / diff. gt labels desire same / diff 

predictions regardless of actual label values.

• Our affinity field loss:

• No message passing or iterative refinement.

• More accurate segmentation on PASCAL VOC 

and Cityscapes

• Better generalization:

Trained on Cityscapes, tested on GTA5

• Learned kernel sizes for different classes

• Pixel-wise labeling loss:

• Region-wise labeling loss:

• CRF: label consistency btw visually similar pixels

• GAN: structure priors in label predictions

• Our AAF: pixel-centric label pattern similarity
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