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I’m supposed to provide comments on this paper, which I very much enjoyed reading.  However I find myself with more questions than comments, and I apologize in advance if these are tremendously ignorant and/or stupid!

1.  Permissions and commands.

1.1  Lewis’s puzzle.  
Lewis’s puzzle is how to account for utterances which permit something which has been disallowed, without at the same time permitting other things.  

Suppose the Slave has been commanded to carry rocks every day of the week, but on Thursday the Master relents and says to the Slave ‘¡ [i.e. it is permitted that] the Slave does no work tomorrow’.  That is all he says.  He has thereby permitted a holiday, but not…a holiday that starts on Friday and goes on through Saturday, or a holiday spent guzzling in his wine cellar.  (Lewis 1975: 27)

In other words, we can’t just take the union of the worlds where the Slave takes Friday off with the worlds that were permitted before.  Intuitively, what we need is a relation of similarity to constrain the enlargement of the sphere of permissibility that follows from the Master’s utterance.  We don’t want to get any farther from what the world was like before than we need to in order to permit the Slave to take Friday off.
	The problem is in getting the right relation of similarity.  Lewis notes that a simple similarity relation might require the Slave to spend his off day at the gym, lifting weights, since there’s certainly a sense in which that is the most similar to what was permitted before (28).  He notes that possibly this conclusion assumes the wrong similarity relation, but asks: “which similarity relation is the right one for our present purpose?  This is just a restatement of our original problem, and seems to me unhelpful” (29).  
	Contrary to what Lewis says here, I think this is an advance over the original problem, since it does seem to rule out worlds in which the Slave takes Saturday off or spends the holiday guzzling wine in the cellar.  Those worlds are too different from the world we started with.  Nevertheless Lewis is right that not all similarity relations are going to work.  The one that compares the holiday world to the prior one in terms of the physical actions of the Slave is too crude, and it’s difficult to refine the relation so that it does its work properly.  My question here is, would it be possible to invoke a relation of similarity that makes reference to what the Slave usually does on his days off?  [Bob pointed out in his reply that this would wrongly prevent the Slave from doing something new and different on his day off that he’d never done before – like hang gliding or something.]
	
1.2  Stalnaker’s puzzle.
Stalnaker raises a different puzzle in connection with commands and permissions – namely, what happens when they are embedded in connection with assertions or other kinds of speech acts.  His example is given in (1a) below (from Stalnaker, p. 6) – understood as an utterance from a master who in this case is Scrooge, to his slave Cratchit.  The abbreviation is in (1b).

(1)	a.	Either you work on Christmas, or you must work an extra hour the day after.
	b.	(C  !W)

Stalnaker holds that it is not clear how to apply Lewis’s general rule, “the sphere of permissibility adjusts in the minimal way required to make the master’s sentence true”, to this situation.  He considers two possible interpretations of (1b) – those given in (2):

(2)	a.	!W
	b.	!(C  W)

Stalnaker shows that neither of these is correct – both yield consequences different from those intended by Scrooge.  
	Stalnaker proposes a solution involving a “subordinate” context.  He modifies Lewis’s rule, given in (3a) below, by adding a new parameter – a context C, which is a set of world-time pairs (p. 8; S<t, w> here is the sphere of permissibility at <t, w>).  

(3)	a.	[!]<t, w> = 1 iff []<t, w> for all w  S<t, w>
	b. 	[!]<t, w, C> = 1 iff []<t, w, C> for all w  S<t, w> C

Rich Thomason, in his summary of Stalnaker’s paper, raised a question concerning how adding the contextual parameter is going to be used to solve the problem, and I wonder about that too.  (I have another very minor question, which is how the context C differs from the set of worlds which are accessible from <t, w> (given that the accessibility relation was a part of the Lewis model, while Stalnaker suggests that C is an additional parameter).) 
	Some other questions: Stalnaker remarks (p. 9) “Disjunction is complicated, with the order of the disjuncts sometimes mattering, and sometimes not.  (It seems to matter in this case.)”  I wonder whether it isn’t the reference time of the relevant events that is crucial, rather than the order of utterance.  Certainly (4):

(4)	Either you must work an extra hour the day after Christmas, or you work/will have worked on Christmas.

is less felicitous than (1a), but still possible, I think, with the same impact.  Isn’t what’s crucial here the fact that Christmas comes first, and so after that, if it turns out that Cratchit hasn’t worked that day, then the command is in effect? 
[bookmark: _GoBack]

2.  Might.

Might is indeed a funny word!  My initial reaction is that it has two elements to its meaning.  One is the possibility element – the prejacent is not ruled out.  The other is the epistemological element – the fact that the relevant factors are what the speaker knows about.  I know that there are examples intending to show that the knowledge states of people other than the speaker can be involved, but I feel strongly that those are subsidiary, tangential, or otherwise marked.
	Stalnaker remarks:

When Alice says to Bert that it might rain, she says that she doesn’t know that it won’t rain, or perhaps that neither she nor Bert knows it, or that she is, or they are, not in a position to know it or to come to know it.  The puzzle is that no way of pinning the relevant knowledge state down seems to be able to explain both why we are in a position to make the epistemic ‘might’ claims we seem to be in a position to make, and also why it is often reasonable to disagree with ‘might’ claims made by others.  (p. 11)

I wonder why the level of specificity Stalnaker seems to be asking for here is necessary.  
	Another question is whether anybody has proposed an analysis that says that in a might statement, the prejacent is said to be possible (so that if in fact it is false, then the whole statement is false), with the epistemic element conveyed as a conventional implicature.  That might explain why, on the one hand, it is typically reasonable to disagree with another person’s might statement, but why, on the other hand, some people (not me) are sometimes hesitant to evaluate the whole statement as false when the prejacent is in fact consistent with the speaker’s (or other epistemic agent’s) knowledge.

3.  Indicative conditionals

This is the section that I found most interesting (of course).[footnoteRef:1]  My Byram Snodgrass example was meant to bring out the difference between indicative and subjunctive conditionals.  In my view, indicative conditionals are about the actual world while subjunctive conditionals concern possibilities – typically (but not necessarily) nonactual ones.  I felt that this difference was not reflected in analyses like Stalnaker’s, where essentially the same interpretation is provided for both.  The core of that interpretation is given in the truth conditions on p. 22: [1:  And I have to say my favorite sentence of this whole paper (or probably any other paper I’ve ever read) is on p. 21, where my name is conjoined with “David Lewis” and “Frank Jackson”.] 


(5)	(ϕ> ψ) is true in a possible world w if and only if ψ is true in f(ϕ, w)

where f is a “context-dependent selection function taking a possible world w and a proposition ϕ to a possible world…in which ϕ is true, but which otherwise differs minimally from w.”  This is his PROPOSITIONAL analysis.
	Stalnaker also suggests a pragmatic CONDITIONAL ASSERTION analysis:

There is a speech act of supposition, which like the speech act of assertion, adds the content of the speech act to the common ground, but in this case it is added temporarily, and [with] no commitment to the truth of the supposition.  The consequent of the conditional is then asserted in this temporary subordinate context.  At the end, the possibilities that were temporarily removed are added back.  (p. 23)

As we can see, this is quite similar in spirit to the propositional analysis, although this does not result in the assignment of any truth value to conditionals.
	An additional feature of the propositional analysis is a pragmatic “contextual constraint”, for indicative conditionals only: 

Where C is the context set, say that a selection function is admissible if it meets the following condition:

 	 If w  C, then f(w, ϕ)  C.

The effect of the constraint is to ensure that all of the presuppositions of the basic context are preserved in the subordinate context [i.e., the context with ϕ added].  (p. 23) 

Essentially this means that ϕ cannot be presupposed to be false in the utterance world.  
	In many cases this constraint will indeed differentiate indicative from subjunctive conditionals, since often subjunctive conditionals have antecedents which are known by all conversational participants (and known to be known by all participants, etc.) not to be true.  However, that is not always the case – in many cases subjunctive conditionals have antecedents which are not known to be false; e.g. the examples in (6):

(6)	a.	If it were to rain tomorrow, it would spoil our picnic plans.
	b.	If Jones had taken arsenic, he would have shown just exactly those symptoms which he does in fact show.  [Anderson 1951:37]

So I do not think that this contextual constraint is adequate in general to distinguish subjunctives from indicatives.
	However the main problem for me is seeing how this constraint has the desired effect in the case of the Snodgrass example, i.e. making that example come out true, as our intuitions say it is.  Recall that the situation is that many people sent letters, and all of those 5 pages or less were answered.  Byram Snodgrass’s letter was 5 pages plus a few words.  It didn’t get an answer.  (But it’s also true that his letters never get answered.)  He called in to ask whether his letter got an answer, and got the reply in (7).[footnoteRef:2]   [2:  Stalnaker notes that the reply is misleading, and indeed, the way I originally formulated the example suggests that it is intentionally so.  However if we assume that a secretary has answered the phone, and knows only that all the letters 5 pages or under were answered, then the reply is quite straightforward, and of course equally true.] 


(7)	If your letter was no longer than 5 pages, it was answered.

As Stalnaker notes (pp. 32f), the utterance in (7) meets the contextual constraint in the relevant situation.  It is not common ground in that situation that Byram’s letter was longer than 5 pages – that is, that the antecedent is false.  That being the case, to see whether (7) itself is true or false, we look to (5), and that seems to tell us that (7) is true if and only if, when we change the world of utterance minimally so as to make true the proposition that Byram’s letter is no longer than 5 pages, then that world will be such that his letter was answered.  But that is not the case; if we change the utterance world minimally so as to make Byram’s letter shorter, it still would not have gotten an answer.
	Stalnaker offers a different version of his propositional analysis on p. 24, which I have to say I find very difficult to get clear on.  He says:

Suppose we adopt a version of our propositional semantics for indicative conditionals that is maximally cautious, determining a truth-value for a conditional only when the rules we have specified suffice to determine one, as a function of the antecedent, the consequent, and the common ground.  [Underlining added.]

Already I have a question here about why facts about the world are apparently being left out in determining a truth value for a conditional, and that question remains in the rest of the exposition.  Here is how Stalnaker continues:

This is accomplished by saying that all admissible selection functions are on a par.  A conditional is true (relative to a given CG- [common ground-] context) if true for all admissible selection functions, false if false for all, and neither true nor false otherwise.  [Irrelevant footnote omitted.]  The upshot will be that a conditional sentence will be false in possible worlds compatible with the context if and only if that possibility would be excluded by the conditional assertion, according to the conditional assertion analysis.  [Italics in original; underlining added.]

It’s unclear to me what is meant by “that possibility” in the underlined portion of the text, but either of two ways of taking it do not help clarify the remainder.  Does it refer to what is asserted in the consequent of the conditional?  Then why would that be excluded by the conditional assertion?  How can facts about the world (other than, e.g., linguistic facts concerning the conversation, or deontic facts about what is permitted) be excluded by an assertion?  Or does it refer instead to the possibility of the whole conditional being false?  Again, how would that be excluded by assertion of the conditional, and why would the result in that case be that the conditional itself would be false?
	The next step is to apply the idea of the content of an utterance being determined, in part, in a PROSPECTIVE way (similar to the way Stalnaker describes his analyses of commands and permissions, and the epistemic might).  Here is how Stalnaker suggests that works in this case:

But if we interpret the conditional relative to the posterior context, where that context is the result of the minimal adjustment necessary to make the conditional true, relative to the adjusted context, then the conditional statement will be appropriate, and we get the equivalence between our two accounts.  [Italics in original; underlining added.]

I checked with Bob, and he did intend the word “conditional” in the underlined portion of this statement, and not the word “antecedent”.  It sounds as though this is an analysis according to which assertion of a conditional can change facts about the world so as to make the conditional true.     
	This impression is reinforced by his comments toward the end of the paper on my Snodgrass example.  Stalnaker holds that, on this analysis, the utterance in (7) is true, not false.  He says:  “On our analysis, the conditional is true in all possible worlds compatible with the prospective common ground, and we may presume that this includes the actual world, since none of the relevant presuppositions are false” (p. 33).  Well, OK, maybe, since the prospective common ground has been defined, in this case, to be a set of worlds in which the conditional is true.  But then I would argue that this analysis is not equivalent to the original one, since on that analysis (7) seems clearly to be false.
	This new analysis seems to raise an additional problem, one concerning indicative conditionals with true antecedents and false consequents – say, (8) (as a response to Byram’s call to our office):

(8)	If you sent us a letter, then it received an answer.

The antecedent is consistent with the common ground, so do we just adjust the context so that the conditional is true?  And declare that the utterance world is part of that adjusted context, “since none of the relevant presuppositions are false”?
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