ABSTRACT
We explore the indoor positioning problem with unmodified smartphones and slightly-modified commercial LED luminaires. The luminaires—modified to allow rapid, on-off keying—transmit their identifiers and/or locations encoded in human-imperceptible optical pulses. A camera-equipped smartphone, using just a single image frame capture, can detect the presence of the luminaires in the image, decode their transmitted identifiers and/or locations, and determine the smartphone’s location and orientation relative to the luminaires. Continuous image capture and processing enables continuous position updates. The key insights underlying this work are (i) the driver circuits of emerging LED lighting systems can be easily modified to transmit data through on-off keying; (ii) the rolling shutter effect of CMOS imagers can be leveraged to receive many bits of data encoded in the optical transmissions with just a single frame capture, (iii) a camera is intrinsically an angle-of-arrival sensor, so the projection of multiple nearby light sources with known positions onto a camera’s image plane can be framed as an instance of a sufficiently-constrained angle-of-arrival localization problem, and (iv) this problem can be solved with optimization techniques. We explore the feasibility of the design through an analytical model, demonstrate the viability of the design through a prototype system, discuss the challenges to a practical deployment including usability and scalability, and demonstrate decimeter-level accuracy in both carefully controlled and more realistic human mobility scenarios.
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1. INTRODUCTION
Accurate indoor positioning can enable a wide range of location-based services across many sectors. Retailers, supermarkets, and shopping malls, for example, are interested in indoor positioning because it can provide improved navigation which helps avoid unrealized sales when customers cannot find items they seek, and it increases revenues from incremental sales from targeted advertising [11]. Indeed, the desire to deploy indoor location-based services is one reason that the overall demand for mobile indoor positioning in the retail sector is projected to grow to $5 billion by 2018 [7]. However, despite the strong demand forecast, indoor positioning remains a “grand challenge,” and no existing system offers accurate location and orientation using unmodified smartphones [13].

WiFi and other RF-based approaches deliver accuracies measured in meters and no orientation information, making them a poor fit for many applications like retail navigation and shelf-level advertising [2, 5, 31]. Visible light-based approaches have shown some promise for indoor positioning, but recent systems offer landmarks with approximate room-level semantic localization [21], depend on custom hardware and received signal strength (RSS) techniques that are difficult to calibrate, or require phone attachments and user-in-the-loop gestures [13]. These limitations make deploying indoor positioning systems in “bring-your-own-device” environments, like retail, difficult. Section 2 discusses these challenges in more detail noting, among other things, that visible light positioning (VLP) systems have demonstrated better performance than RF-based ones.

Motivated by a recent claim that “the most promising method for the new VLP systems is angle of arrival” [1], we propose a new approach to accurate indoor positioning that leverages trends in solid-state lighting, camera-enabled smartphones, and retailer-specific mobile applications. Our design consists of visible light beacons, smartphones, and a cloud/cloudlet server that work together to determine a phone’s location and orientation, and support location-based services. Each beacon consists of a programmable oscillator or microcontroller that controls one or more LEDs in a luminaire. A beacon’s identity is encoded in the modulation frequency (or Manchester-encoded data stream) and optically broadcast by the luminaire. The smartphone’s camera takes pictures periodically and these pictures are processed to determine if they contain any beacons by testing for energy in a target spectrum of the columnar FFT of the image. If beacons are present, the images are decoded to determine the beacon location and identity. Once beacon identities and coordinates are determined, an angle-of-arrival localization algorithm determines the phone’s absolute position and orientation in the local coordinate system. Section 3 presents an overview of our proposed approach, including the system components, their interactions, and the data processing pipeline that yields location and orientation from a single image of the lights and access to a lookup table.
Our angle-of-arrival positioning principle assumes that three or more beacons (ideally at least four) with known 3-D coordinates have been detected and located in an image captured by a smartphone. We assume that these landmarks are visible and distinguishable from each other. This is usually the case when the camera is in focus since unoccluded beacons that are separated in space uniquely project onto the camera imager at distinct points. Assuming that the camera geometry is known and the pixels onto which the beacons are projected is determined, we estimate the position and orientation of the smartphone with respect to the beacons’ coordinate system through the geometry of similar triangles, using a variation on the well-known bearings-only robot localization and mapping problem [10]. Section 4 describes the details of estimating position and orientation, and dealing with noisy measurements.

So far, we have assumed that our positioning algorithm is given the identities and locations of beacons within an overhead scene image, but we have not discussed how are these extracted from an image of modulated LEDs. Recall that the beacons are modulated with a square wave or transmit Manchester-encoded data (at frequencies above 1 kHz to avoid direct or indirect flicker [26]). When a smartphone passes under a beacon, the beacon’s transmissions are projected onto the camera. Although the beacon frequency far exceeds the camera’s frame rate, the transmissions are still decodable due to the rolling shutter effect [9]. CMOS imagers that employ a rolling shutter expose one or more columns at once, and scan just one column at a time. When an OOK-modulated light source illuminates the camera, distinct light and dark bands appear in images. The width of the bands depend on the scan time, and crucially, on the frequency of the light. We employ an image processing pipeline, as described in Section 5, to determine the extent of the beacons, estimate their centroids, and extract their embedded frequencies, which yields the inputs needed for positioning.

To evaluate the viability and performance of this approach, we implement the proposed system using both custom and slightly-modified commercial LED luminaires, a Nokia Lumia 1020 smartphone, and an image processing pipeline implemented using OpenCV, as described in Section 6. We deploy our proof-of-concept system in a university lab and find that under controlled settings with the smartphone positioned under the luminaries, we achieve decimeter-level location and roughly 3° orientation error under lights when four or five beacons are visible. With fewer than four visible beacons, or when errors are introduced in the beacon positions, we find that localization errors increase substantially. Fortunately, in realistic usage conditions—a person carrying a smartphone beneath overhead lights—we observe decimeter position and single-digit orientation errors. Although difficult to directly compare different systems, we adopt the parameters proposed by Epsilon [13] and compare the performance of our system to the results reported in prior work in Table 1. These results, and others benchmarking the performance of the VLC channel, are presented in Section 7.

Our proposed system, while promising, also has a number of limitations. It requires a high density of overhead lights with known positions, and nearby beacons to have accurate relative positions. Adequate performance requires high-resolution cameras which have only recently become available on smartphones. We currently upload entire images to the cloud/cloudlet server for processing, which incurs a significant time and energy cost that is difficult to accurately characterize. However, we show simple smartphone-based algorithms that can filter images locally, or crop only the promising parts of an image, reducing transfer costs or even enabling local processing. Section 8 discusses these and other issues, and suggests that it may soon be possible to achieve accurate indoor positioning using unmodified smartphones in realistic retail settings.

### Table 1: Comparison with prior WiFi- and VLC-based localization systems

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Position</th>
<th>Orientation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Yes</td>
<td>2-7 m</td>
<td>n/a</td>
<td>[this]</td>
</tr>
<tr>
<td>WD</td>
<td>Yes</td>
<td>3-5 m</td>
<td>n/a</td>
<td>[this]</td>
</tr>
<tr>
<td>DC</td>
<td>Yes</td>
<td>1 m</td>
<td>3-5 m</td>
<td>[this]</td>
</tr>
</tbody>
</table>

## 2. RELATED WORK

There are three areas of related work: RF localization, visible light communications, and visible light positioning.

### RF-Based Localization

The majority of indoor localization research is RF-based, including WiFi [2, 5, 15, 27], Motes [14], and FM radio [4], although some have explored magnetic fingerprinting as well [6]. All of these approaches achieve meter-level accuracy, and no orientation, often through RF received signal strength from multiple beacons, or with location fingerprinting [4, 6, 14, 29]. Some employ antenna arrays and track RF phase to achieve sub-meter accuracy, but at the cost of substantial hardware modifications [27]. In contrast, we offer decimeter-level accuracy at the 90th-percentile under typical overhead lighting conditions, provide orientation, use camera-based localization, require no hardware modifications on the phone and minor modifications to the lighting infrastructure.

### Visible Light Communications

A decade of VLC research primarily has focused on high-speed data transfer using specialized transmitters and receivers that support OOK, QAM, or DMT/OFDM modulation [12], or the recently standardized IEEE 802.15.7 [22]. However, smartphones typically employ CdS photocells with wide dynamic range but insufficient bandwidth for typical VLC [21]. In addition, CdS photocells cannot determine angle-of-arrival, and while smartphone cameras can, they cannot support most VLC techniques due to their limited frame rates. Recent research has shown that by exploiting the rolling shutter effect of CMOS cameras, it is possible to receive OOK data at close range, from a single transmitter, with low background noise [9]. We also use the same effect but operate at 2-3 meter range from typical luminaries, support multiple concurrent transmitters, and operate with ambient lighting levels.

### Visible Light-Based Localization

Visible light positioning using one [19,30,32] or more [20,28] image sensors has been studied in simulation. In contrast, we explore the performance of a real system using a CMOS camera present in a commercial smartphone, address many practical concerns like dimming and flicker, and employ robust decoding and localization methods that work in practice. Several visible light positioning systems have been implemented [13,21,24]. ALTAMIR uses ceiling-mounted cameras, body-worn IR LED tags, and a server that instructs tags to beacon sequentially, captures images from the cameras, and performs triangulation to estimate position [24]. Epsilon uses LED beacons and a custom light sensor that plugs into a smartphone’s audio port, and sometimes requires users to perform gestures [13]. The LEDs transmit data using BFSK and avoid persistent collisions by random channel hopping. The system offers half-meter accuracy. In contrast, we require no custom hardware on the phone, can support a high density of lights without coordination, require no special gestures, provide orientation, and typically offer better performance. Landmarks provides semantic (e.g. room-level) localization using rolling shutter-based VLC [21], but neither accurate position nor orientation, like our system does.
4. POSITIONING PRINCIPLES

Our goal is to estimate the location and orientation of a smartphone assuming that we know bearings to three or more point-sources (interchangeably called beacons, landmarks, and transmitters) with known 3-D coordinates. We assume the landmarks are visible and distinguishable from each other using a smartphone's built-in camera (or receiver). The camera is in focus so these point sources uniquely project onto the camera imager at distinct pixel locations. Assuming that the camera geometry (e.g., pixel size, focal length, etc.) is known and the pixels onto which the landmarks are projected can be determined, we seek to estimate the position and orientation of the mobile device with respect to the landmarks' coordinate system. This problem is a variation on the well-known bearings-only robot localization and mapping problem [10].
Figure 3: Receiver orientation. The vectors $z', y', \text{and} z'$ are defined as shown in the picture. The projection of the unit vectors $\hat{x}', \hat{y}', \text{and} \hat{z}'$ onto the $x, y, \text{and} z$ axes in the transmitters’ frame of reference give the elements of the rotation matrix $R$.

4.2 Estimating Receiver Position

In the previous section, we show how the transmitters’ locations in the receiver’s frame of reference can be calculated. In practice, imperfections in the optics and inaccuracies in estimating the transmitters’ image locations make closed-form solutions unrealistic. To address these issues, and to leverage additional transmitters beyond the minimum needed, we frame position estimation as an optimization problem that seeks the minimum mean square error (MMSE) over a set of scaling factors, as follows:

$$
\sum_{m=1}^{N-1} \sum_{n=m+1}^{N} \left( K_m \left| O_{in}^m \right|^2 + K_n \left| O_{in}^n \right|^2 - 2K_mK_n(O_{in}^m \cdot O_{in}^n) - a_{mn}^2 \right),
$$

where $N$ is the number of transmitters projected onto the image, resulting in $\binom{N}{2}$ equations.

Once all the scaling factors are estimated, the transmitters’ locations can be determined in the receiver’s frame of reference, and the distances between the receiver and transmitters can be calculated.

The relationship between two domains can be expressed as follows:

$$
\begin{bmatrix}
\hat{x}_0 & \hat{x}_1 & \ldots & \hat{x}_{N-1} \\
\hat{y}_0 & \hat{y}_1 & \ldots & \hat{y}_{N-1} \\
\hat{z}_0 & \hat{z}_1 & \ldots & \hat{z}_{N-1} \\
\end{bmatrix} = \mathbf{R} \times \begin{bmatrix}
\hat{a}_0 & \hat{a}_1 & \ldots & \hat{a}_{N-1} \\
\hat{b}_0 & \hat{b}_1 & \ldots & \hat{b}_{N-1} \\
\hat{c}_0 & \hat{c}_1 & \ldots & \hat{c}_{N-1} \\
\end{bmatrix} + \mathbf{T},
$$

where $\mathbf{R}$ is a 3-by-3 rotation matrix and $\mathbf{T}$ is a 3-by-1 translation matrix.

The elements of $\mathbf{T}$ $(T_x, T_y, T_z)$ represent the receiver’s location in the transmitters’ frame of reference. The translation matrix based on geometric relationships. Since scaling factors are now known, equivalent distances in both domains allow us to obtain the receiver’s location in the transmitters’ coordinate system:

$$(T_x - x_m)^2 + (T_y - y_m)^2 + (T_z - z_m)^2 = K_m(a_m^2 + b_m^2 + Z_m^2),$$

where $(x_m, y_m, z_m)$ are the coordinates of the $m$-th transmitter in the transmitters’ frame of reference, and $(a_m, b_m)$ is the projection of the $m$-th transmitter onto the image plane. Finally, we estimate the receiver’s location by finding the set $(T_x, T_y, T_z)$ that minimizes:

$$\sum_{m=1}^{N} \left( (T_x - x_m)^2 + (T_y - y_m)^2 + (T_z - z_m)^2 - K_m(a_m^2 + b_m^2 + Z_m^2) \right).$$

4.3 Estimating Receiver Orientation

Once the translation matrix $\mathbf{T}$ is known, we can find the rotation matrix $\mathbf{R}$ by individually finding each element in it. The 3-by-3 rotation matrix $\mathbf{R}$ is represented using three column vectors, $\mathbf{r}_1$, $\mathbf{r}_2$, and $\mathbf{r}_3$, as follows:

$$\mathbf{R} = \begin{bmatrix} \mathbf{r}_1 & \mathbf{r}_2 & \mathbf{r}_3 \end{bmatrix},$$

where the column vectors $\mathbf{r}_1$, $\mathbf{r}_2$, and $\mathbf{r}_3$ are the components of the unit vectors $\hat{x}'$, $\hat{y}'$, and $\hat{z}'$, respectively, projected onto the $x, y, \text{and} z$ axes in the transmitters’ frame of reference. Figure 3 illustrates the relationships between these various vectors. Once the orientation of the receiver is known, determining its bearing requires adjusting for portrait or landscape mode usage, and computing the projection onto the $xy$-plane.

5. CamCom Photogrammetry

Our positioning scheme requires that we identify the points in a camera image, $(a_i, b_i, Z_i)$, onto which each landmark $i \in 1 \ldots N$ with known coordinates, $(x_i, y_i, z_i)$, are projected, and map between the two domains. This requires us to: (i) identify landmarks in an image, (ii) label each landmark with an identity, and (iii) map that identity to the landmark’s global coordinates. To help with this process, we modify overhead LED luminaires so that they beacon optically—by rapidly switching on and off—in a manner that is imperceptible to humans but detectable by a smartphone camera.

We label each landmark by either modulating the landmark’s LED at a fixed frequency or by transmitting Manchester-encoded data in the landmark’s transmissions (an approach called camera communications, or CamCom, that enables low data rate, unidirectional message broadcasts from LEDs to image sensors), as Section 5.1 describes. We detect the presence and estimate the centroids and extent of landmarks in an image using the image processing pipeline described in Section 5.2. Once the landmarks are found, we determine their identities by decoding data embedded in the image, which either contains an index to, or the actual value of, a landmark’s coordinates, as described in Section 5.3. Finally, we estimate the capacity of the CamCom channel we employ in Section 5.4.

5.1 Encoding Data in Landmark Beacons

Our system employs a unidirectional communications channel that uses an LED as a transmitter and a smartphone camera as a receiver. We encode data by modulating signals on the LED transmitter. As our LEDs are used to illuminate the environment, it is important that our system generates neither direct nor indirect flicker (the stroboeffect). The Lighting Research Center found that for any duty cycle, a luminaire with a flicker rate over 1 kHz was acceptable to room occupants, who could perceive neither effect [26].

5.1.1 Camera Communications Channel

When capturing an image, most CMOS imagers expose one or more columns of pixels, but read out only one column at a time, sweeping across the image at a fixed scan rate to create a rolling shutter, as shown in Figure 4a. When a rapidly modulated LED is captured with a CMOS imager, the result is a banding effect in the image in which some columns capture the LED when it is on and others when it is off. This effect is neither visible to the naked eye, nor in a photograph that uses an auto-exposure setting, as shown in Figure 4b. However, the rolling shutter effect is visible when an image is captured using a short exposure time, as seen in Figure 4c.

In the Luxapose design, each LED transmits a single frequency (from roughly 25-30 choices) as Figure 4c shows, allowing different LEDs or LED constellations to be distinctly identified. To expand the capacity of this channel, we also explore Manchester encoded data transmission, which is appealing both for its simplicity and its absence of a DC-component, which supports our data-independent brightness constraint. Figure 4d shows an image captured by an unmodified Lumia 1020 phone 1 m away from a commercial 6 inch can light. Our goal is to illustrate the basic viability of sending information over our VLC channel, but leave to future work the problem of determining the optimal channel coding.
### LED Timing and Exposure

<table>
<thead>
<tr>
<th>Column</th>
<th>Exposure Timing</th>
<th>Image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ON</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OFF</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ON</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **(a)** Banding pattern due to the rolling shutter effect of a CMOS camera capturing a rapidly flashing LED. Adjusting the LED frequency or duty cycle changes the width of light and dark bands in the image, allowing frequency to be detected and decoded.
- **(b)** Auto Exposure. Image of an LED modulated at 1 kHz with a 50% duty-cycle taken with the built-in camera app with a default (auto) exposure settings. The modulation is imperceptible.
- **(c)** Pure Tone. Image of an LED modulated at 1 kHz with a 50% duty-cycle taken with a short exposure setting. The modulation is clearly visible as a series of alternating light and dark bands.
- **(d)** Manchester Encoding. Image of an LED modulated at 1 kHz with a 50% duty-cycle transmitting Manchester-encoded data taken with a short exposure setting. Data repeats 0x666.
- **(e)** Hybrid Encoding. Image of an LED alternating between transmitting a 3 kHz Manchester encoded data stream and a 6 kHz pure tone. Data is 4 symbols and the preamble is 2 symbols.

Figure 4: CMOS rolling shutter principles and practice using various encoding schemes. All images are taken by a Lumia 1020 camera of a modified Commercial Electric T66 6 inch (10 cm) ceiling-mounted can LED. The camera is 1 m from the LED and pictures are taken with the back camera. The images shown are a 600 × 600 pixel crop focusing on the transmitter, yielding a transmitter image with about a 450 pixel diameter. The ambient lighting conditions are held constant across all images, demonstrating the importance of exposure control for CamCom.

### 5.1.2 Camera Control

Cameras export many properties that affect how they capture images. The two most significant for the receiver in our CamCom channel are exposure time and film speed.

**Exposure Control.** Exposure time determines how long each pixel collects photons. During exposure, a pixel’s charge accumulates as light strikes, until the pixel saturates. We seek to maximize the relative amplitude between the on and off bands in the captured image. Figure 5 shows the relative amplitude across a range of exposure values. We find that independent of film speed (ISO setting), the best performance is achieved with the shortest exposure time. The direct ray of light from the transmitter is strong and requires less than an on-period of the transmitted signal to saturate a pixel. For a 1 kHz signal (0.5 ms on, 0.5 ms off), an exposure time of longer than 0.5 ms (9200 s) guarantees that each pixel will be at least partially exposed to an on period, which would reduce possible contrast and result in poorer discrimination between light and dark bands.

**Film Speed.** Film speed (ISO setting) determines the sensitivity or gain of the image sensor. Loosely, it is a measure of how many photons are required to saturate a pixel. A faster film speed (higher ISO) increases the gain of the pixel sense circuitry, causing each pixel to saturate with fewer photons. If the received signal has a low amplitude (far from the transmitter or low transmit power), a faster film speed could help enhance the image contrast and potentially enlarge the decoding area. It also introduces the possibility of amplifying unwanted reflections above the noise floor, however. As Figure 5 shows, a higher film speed increases the importance of a shorter exposure time for high contrast images. We prefer smaller ISO values due to the proximity and brightness of indoor lights.

### 5.2 Finding Landmarks in an Image

Independent of any modulated data, the first step is to find the centroid and size of each transmitter on the captured image. We present one method in Figures 6a to 6e for identifying disjoint, circular transmitters (e.g. individual light fixtures). We convert the image to grayscale, blur it, and pass it through a binary OTSU filter [18]. We find contours for each blob [25] and then find the minimum enclosing circle (or other shape) for each contour. After finding each of the transmitters, we examine each subregion of the image independently to decode data from each light. We discuss approaches for processing other fixture types, such as Figure 18, in Section 8.

![Figure 5: Maximizing SNR, or the ratio between the brightest and darkest pixels in an image. The longer the exposure, the higher the probability that a pixel accumulates charge while another saturates, reducing the resulting contrast between the light and dark bands. As film speed (ISO) increases, a fewer number of photons are required to saturate each pixel. Hence, we minimize the exposure time and film speed to maximize the contrast ratio, improving SNR.](image)

### 5.3 Decoding Data in Images

Once the centroid and extent of any landmarks are found in an image, the next step is to extract the data encoded in beacon transmissions in these regions using one of four methods.

**Decoding Pure Tones – Method One.** Our first method of frequency decoding samples the center row of pixels across an image subregion and takes an FFT of that vector. While this approach decodes accurately, we find that it is not very precise, requiring roughly 200 Hz of separation between adjacent frequencies to reliably decode. We find in our evaluation, however, that this approach decodes more quickly and over longer distances than method two, creating a tradeoff space, and potential optimization opportunities.

**Decoding Pure Tones – Method Two.** Figures 6g to 6j show our second method, an image processing approach. We first apply a vertical blur to the subregion and then use an OTSU filter to get threshold values to pass into the Canny edge detection algorithm [3]. Note the extreme pixelation seen on the edges drawn in Figure 6i; these edges are only 1 pixel wide. The transmitter captured in this subregion has a radius of only 35 pixels. To manage this quantization, we exploit the noisy nature of the detected vertical edge and compute the weighted average of the edge location estimate across each row, yielding a subpixel estimation of the column containing the edge.
Near the transmitter center, erroneous edges are sometimes identified if the intensity of an on band changes too quickly. We majority vote across three rows of the subregion (the three rows equally partition the subregion) to decide if each interval is light or dark. If an edge creates two successive light intervals, it is considered an error and removed. Using these precise edge estimates and the known scan rate, we convert the interval distance in pixels to the transmitted frequency with a precision of about 50 Hz., offering roughly 120 channels (6 kHz/50 Hz). In addition to the extra edge detection and removal we also attempt to detect and insert missing edges. We compute the interval values between each pair of edges and look for intervals that are statistical outliers. If the projected frequency from the non-outlying edges divides cleanly into the outlier interval, then we have likely identified a missing edge, and so we add it.

**Decoding Manchester Data.** To decode Manchester data, we use a more signal processing-oriented approach. Like the FFT for tone, we operate on only the center row of pixels from the subregion. We use a matched filter with a known pattern (a preamble) at different frequencies and search for the maximum correlation. When found, the maximum correlation also reveals the preamble location. The frequency of the matched filter is determined by the number of pixels per symbol. It can be calculated as \(\frac{f}{n}\), where \(F_s\) is the sampling rate of the camera and \(n\) is an integer. As the frequency increases, \(n\) decreases, and the quantization effect grows. For example, \(F_s\) on the Lumia 1020 is 47.54 kHz, so an \(n\) value of 5 matches a 4.75 kHz signal. Using the best discrete matched filter, we search for the highest correlation value anywhere along the real pixel x-axis, allowing for a subpixel estimation of symbol location, repeating this process for each symbol.

**Decoding Hybrid Transmissions.** To balance the reliability of detecting pure tones with the advantages of Manchester encoded data, we explore a hybrid approach, alternating the transmission of a pure tone and Manchester encoded data, as Figure 4e shows. By combining frequency and data transmission, we decouple localization from communication. When a receiver is near a transmitter, it can take advantage of the available data channel, but it can also decode the frequency information of lights that are far away, increasing the probability of a successful localization.

### 5.4 Estimating Channel Capacity

The size of the transmitter and its distance from the receiver dictate the area that the transmitter projects onto the imager plane. The bandwidth for a specific transmitter is determined by its image length (in pixels) along the CMOS scan direction. Assuming a circular transmitter with diameter \(A\) m, its length on the image sensor is \(A \times f/h\) pixels, where \(f\) is the focal length of the camera and \(h\) is the height from the transmitter to the receiver. The field of view (FoV) of a camera can be expressed as \(\alpha = 2 \times \arctan(\frac{A \times X}{2f})\), where \(X\) is the length of the image sensor along the direction of the FoV. Combining these, the length of the projected transmitter can be expressed as \(\frac{\alpha \times X}{\arctan(\frac{A \times X}{2f})}\).

As an example, in a typical retail setting, \(A\) is 0.3~0.5 m and \(h\) is 3~5 m. The Glass camera (\(X = 2528\) px, 14.7° FoV) has a “bandwidth” of 588~1633 px. The higher-resolution Lumia 1020 camera (\(X = 5360\) px, 37.4° FoV) bandwidth is actually lower, 475~1320 px, as the wider FoV maps a much larger scene area to the fixed-size imager as the distance increases. This result shows that increasing resolution alone may not increase effective channel capacity without paying attention to other camera properties.

### 6. IMPLEMENTATION DETAILS

To evaluate the viability and performance of the Luxapose design, we implement a prototype system using a variety of LED luminaires, an unmodified smartphone, and a Python-based cloudlet (all available at https://github.com/lab11/vlc-localization/).

#### 6.1 LED Landmarks

We construct landmarks by modifying commercial LED luminaires, including can, tube, and task lamps, as shown in Figure 7a, but full-custom designs are also possible. Figure 7b shows the modifications, which include cutting (\(\times\)) and intercepting a wire, and wiring in a control unit that includes a voltage regulator (VR) and a microcontroller (MCU) or programmable oscillator (OSC) controlling a single FET switch. We implement two control units, as shown in Figure 7c, for low- and high-voltage LED driver circuits, using a voltage-controlled oscillator with 16 frequency settings.
6.2 Smartphone Receiver

We use the Nokia Lumia 1020 to implement the Luxapose receiver design. The Lumia’s resolution—7712 × 5360 pixels—is the highest among many popular phones, allowing us the greatest experimental flexibility. The deciding factor, however, is not the hardware capability of the smartphone, but rather its OS support and camera API that expose control of resolution, exposure time, and film speed. Neither Apple’s iOS nor Google’s Android currently provide the needed camera control, but we believe they are forthcoming. Only Windows Phone 8, which runs on the Lumia, currently provides a rich enough API to perform advanced photography [16].

We modify the Nokia Camera Explorer [17] to build our application. We augment the app to expose the full range of resolution and exposure settings, and we add a streaming picture mode that continuously takes images as fast as the hardware will allow. Finally, we add cloud integration, transferring captured images to our local cloudlet for processing, storage, and visualization without employing any smartphone-based optimizations that would filter images.

We emphasize that the platform support is not a hardware issue but a software issue. Exposure and ISO settings are controlled by OS-managed feedback loops. We are able to coerce these feedback loops by shining a bright light into imagers and removing it at the last moment before capturing an image of our transmitters. Using this technique, we are able to capture images with \(9719\) s exposure on ISO 68 film using Google Glass and \(55556\) s exposure and ISO 50 on an iPhone 5; we are able to recover the location information from these coerced-exposure images successfully, but evaluating using this approach is impractical, so we focus our efforts on the Lumia.

Photogrammetry—the discipline of making measurements from photographs—requires camera characterization and calibration. We use the Nokia Pro Camera application included with the Lumia, which allows the user to specify exposure and ISO settings, to capture images for this purpose. Using known phone locations, beacon locations, and beacon frequencies, we measure the distance between the lens and imager, \(Z_f\) (1039 pixels, 5620 pixels), and scan rate (30,880 s\(^{-1}\) for the front and back cameras, respectively. To estimate the impact of manufacturing tolerances, we measure these parameters across several Lumia 1020s and find only a 0.15% deviation, suggesting that per-unit calibration is not required.

Camera optics can distort a captured image, but most smartphone cameras digitally correct distortions in the camera firmware [23]. To verify the presence and quality of distortion correction in the Lumia, we move an object from the center to the edge of the camera’s frame, and find that the Lumia’s images show very little distortion, deviating at most 3 pixels from the expected location.

The distance, \(Z_f\), between the center of lens and the imager is a very important parameter in AoA localization algorithms. Unfortunately, this parameter is not fixed on the Lumia 1020, which uses a motor to adjust the lens for sharper images. This raises the question of how this impacts localization accuracy. In a simple biconvex lens model, the relationship between \(s_1\) (distance from object to lens), \(s_2\) (from lens to image), and \(f\) (focal length) is:

\[
\frac{1}{s_1} + \frac{1}{s_2} = \frac{1}{f}
\]

where \(s_2\) and \(Z_f\) are the same parameter but \(s_2\) is measured in meters whereas \(Z_f\) is measured in pixels. \(s_2\) can be rewritten as \(\frac{s_1}{s_1 - f}\). For the Lumia 1020, \(f = 7.2\) mm. In the general use case, \(s_1\) is on the order of meters which leads to \(s_2\) values between 7.25 mm (\(s_1 = 1\) m) and 7.2 mm (\(s_1 = \infty\)). This suggests that \(Z_f\) should deviate only 0.7% from a 1 m focus to infinity. As lighting fixtures are mostly likely 2~5 m above ground, the practical deviation is even smaller, thus we elect to use a fixed \(Z_f\) value for localization. We measure \(Z_f\) while the camera focuses at 2.45 m across 3 Lumia phones. All \(Z_f\) values fall within 0.15% of the average: 5,620 pixels.

While the front camera is more likely to face lights in day-to-day use, we use the back camera for our experiments since it offers higher resolution. Both cameras support the same exposure and ISO ranges, but have different resolutions and scan rates. Scan rate places an upper bound on transmit frequency, but the limited exposure range places a more restrictive bound, making this difference moot. Resolution imposes an actual limit by causing quantization effects to occur at lower frequencies; the maximum frequency decodable by the front camera using edge detection is \(~5\) kHz, while the back camera can reach \(~7\) kHz. Given Hendy’s Law—the annual doubling of pixels per dollar—we focus our evaluation on the higher-resolution imager, without loss of generality.

6.3 Cloudlet Server

A cloudlet server implements the full image processing pipeline shown in Figure 6 using OpenCV 2.4.8 with Python bindings. On an unburdened MacBook Pro with a 2.7 GHz Core i7, the median processing time for the full 33 MP images captured by the Lumia is about 9 s (taking picture: 4.46 s; upload: 3.41 s; image processing: 0.3 s; estimate location: 0.87 s) without any optimizations. The cloudlet application contains a mapping from transmitter frequency to absolute transmitter position in space. Using this mapping and the information from the image processing, we implement the techniques described in Section 4 using the \texttt{leastsq} implementation from SciPy. Our complete cloudlet application is 722 Python SLOC.
We also evaluate the visible light communications channel for pure tones, Manchester-encoded data, and a hybrid of the two. Our experiments are carried out on a custom indoor positioning testbed.

### 7.1 Experimental Methodology

We integrate five LED landmarks, a smartphone, and a cloudlet server into an indoor positioning testbed, as Figure 8 shows. The LED landmarks are mounted on a height-adjustable pegboard and they form a 71.1×73.7 cm rectangle with a center point. A complementary pegboard is affixed to floor and aligned using a laser sight and verified with a plumb bob, creating a 3D grid with 2.54 cm resolution of known locations for our experimental evaluation. To isolate localization from communications performance, we set the transmitters to emit pure tones in the range of 2 kHz to 4 kHz, with 500 Hz separation, which ensures reliable communications (we also test communications performance separately). Using this testbed, we evaluate indoor positioning accuracy—both location and orientation—for a person, model train, and statically.

### 7.2 Realistic Positioning Performance

To evaluate the positioning accuracy of the Luxapose system under realistic usage conditions, we perform an experiment in which a person repeatedly walks under the indoor positioning testbed, from left to right at 1 m/s, as shown from the top view of the testbed in Figure 9b and side view in Figure 9e. The CDF of estimated location and orientation errors when the subject is under the landmarks (shaded) or outside the landmarks (unshaded) is shown in Figure 9d. When under the landmarks, our results show a median location error of 7 cm and orientation error of 6°, substantially better than when outside the landmarks, which exhibit substantially higher magnitude (and somewhat symmetric) location and orientation errors.

To evaluate the effect of controlled turning while under the landmarks, we place a phone on a model train running at 6.75 cm/s, as shown in Figure 9c. Most of the location samples fall on or within 10 cm of the track with the notable exception of when the phone is collinear with three of the transmitters, where the error increases to about 30 cm, though this is an artifact of the localization methodology and not the motion. When the speed of the train is doubled—to 13.5 cm/s—we find a visible increase in location and orientation errors, as shown in Figure 9f.
7.3 Controlled Positioning Accuracy

To evaluate the limits of positioning accuracy under controlled, static conditions, we take 81 pictures in a grid pattern across 100 × 100 cm area 246 cm below the transmitters and perform localization. When all five transmitters are active, the average position error across all 81 locations is 7 cm, as shown in Figure 10a and Figure 10c. Removing any one transmitter (corner or center) has minimal impact on location error, still remaining within 10 cm for ~90% of locations. Removing two transmitters (leaving only the minimum number of transmitters) raises error to 20–60 cm when corners are lost and as high as 120 cm when the center and a corner are lost. As shown in the heat map in (b), removing the center and corner generates the greatest errors as it creates sample points with both the largest minimum distance to any transmitter and the largest mean distance to all transmitters.

Figure 10a shows a heat map of error when all 5 transmitters are present in the image, and (c) shows a CDF of the error. (d) explores how the system degrades as transmitters are removed. Removing any one transmitter (corner or center) has minimal impact on location error, still remaining within 10 cm for ~90% of locations. Removing two transmitters (leaving only the minimum number of transmitters) raises error to 20–60 cm when corners are lost and as high as 120 cm when the center and a corner are lost. As shown in the heat map in (b), removing the center and corner generates the greatest errors as it creates sample points with both the largest minimum distance to any transmitter and the largest mean distance to all transmitters.

Thus far, we have assumed the precise location of each transmitter is known. Figure 11 explores the effect of transmitter installation error on positioning by introducing a 5% error in 1–5 transmitter positions and re-running the experiment from Figure 10a. With 5% error in the origin of all five transmitters, our system has only a 30 cm 50th percentile error, which suggests some tolerance to installation-time measurement and calibration errors.

To evaluate the orientation error from localization, we rotate the phone along the x’, y’, and z’-axis. Along the z’-axis, the mobile phone rotates 45° at a time and covers a full circle. Because of FoV constraints, the y’-axis rotation is limited to -27° to 27° and the z’-axis is limited to -18° to 18° with 9° increments. The experiments are conducted at a height of 240 cm. The angle error for all measurements falls within 3°.

Figure 12 shows the orientation accuracy across all 3 rotation axes.

7.4 Frequency-Based Identification

We evaluate two frequency decoders and find that the FFT is less precise, but edge-detection gives better results when it succeeds. Rx Frequency Error vs Tx Frequency. Figure 13 sweeps the transmit frequency from 1 to 10 kHz in 500 Hz steps and evaluates the ability of both the FFT and edge detector to correctly identify the transmitted frequency. The edge detector with 300ss exposure performs best until 7 kHz when the edges can no longer be detected and it fails completely. The FFT detector cannot detect the frequency as precisely, but can decode a wider range of frequencies.
Usability. Our system targets an active user, so that the front-facing camera naturally observes the ceiling during use. Passive localization (e.g. while the phone is in a pocket) is out of scope.

7.5 Decoding Manchester Data
The relative size of a transmitter in a captured image dominates data decodability. If the physical width of a transmitter is $\lambda$ and the distance from the imager is $D$, the width of the transmitter on the image is $\lambda/D \times Z_f$ pixels. Figure 15a shows measured width in pixels and theoretical values at different distances. Figure 15b shows the effect on the maximum theoretical bandwidth when using Manchester encoding for various frequencies. Figure 15c finds that if the transmitter frequency is known, the symbol error rate (SER) is $10^{-5}$. Our sweeping match filter is able to detect frequency until a quantization cutoff, as Figure 15d shows. When the frequency is not known a priori, Figure 15e shows that the SER correlates strongly with the ability to decode frequency.

7.6 Decoding Hybrid Data
Hybrid decoding first decodes the pure tone frequency and then is able to use the known frequency to improve its ability to decode the data. As distance increases, the probability of capturing the data segment in the limited transmitter area falls, thus Figure 16 finds that shorter messages are more robust to large distances.

8. DISCUSSION
In this section, we discuss some limitations of our current system and potential directions for future work.

Deployment Considerations. In real settings, all LED locations must be known, although only the relative distances between closely located LEDs must be known with high accuracy. Although not trivial, it does not seem difficult to ensure that this condition holds. We have deployed a grid of sixteen luminaires in our lab, and we analyze the effect of location errors on localization accuracy in Section 7.3. We note that almost any localization system must know the anchor locations. In a practical setting, this would be done, presumably, with the aid of blueprints and a laser rangefinder.
“chunks” and run an FFT along the center row of pixels for each chunk. The FFTs of non-negligible chunks are presented next to each image. At each location, we also capture an image taken with traditional exposure and film speed settings to help visualize the experiment; the FFTs to occur entirely on the smartphone. This approach may even allow positioning algorithm rejects many images that would not have decoded.

**Distance.** Distance is the major limitation for our system. Received signal and projected image size are strongly affected by distance. We find that a 60 pixel projection is roughly the lower bound for reliable frequency decoding. However, as camera resolutions increase, our usable distance will improve.

**Local Filtering.** Not all images capture enough transmitters to successfully localize. It would be desirable to perform some local filtering to discard images that would not be useful for positioning, thus avoiding the cost of transferring undecodable images to the cloud. We explore one such possibility in Figure 17a. The phone selects a sampling of image rows and performs an FFT, searching for the presence of high frequency components. This fast and simple algorithm rejects many images that would not have decoded.

**Alternative Image Processing.** Building on the local filtering concept, another possible approach for locating transmitters in the captured image, like Figure 17b, may be a divide and conquer technique, as shown in Figure 17c. As this algorithm already partitions the image into bins with FFTs, it is also well suited to solve the problem of separating non-disjoint transmitters. If only the filtered chunks are processed, the processing load is substantially reduced—from 33 MP to 0.42 MP (13 chunks × (33/1024) MP/chunk), dramatically reducing image transfer time to the cloudlet, and the processing time on the cloudlet. This approach may even allow positioning to occur entirely on the smartphone.

**Fixture Flexibility.** Our system requires that at least three transmitters are captured and decoded. Many LED fixtures, such as office fluorescent T8 tube replacements, are actually multiple LED transmitters in a single fixture. Figure 18 shows how a single LED tube can transmit multiple beacons (left) and how a fixture with multiple tubes could support the non-collinear transmitter requirement (right). Localizing with this fixture would require improving our image processing, which currently assumes disjoint, circular transmitters.

**Interference.** Since only the direct line-of-sight path is captured by our short exposure time, there is little danger from interference regardless of transmitter density (for two transmitters’ projections to alias, the pixel quantization must be so poor that they are only mapping to a few pixels and are undecodable anyway).

**Limited Frequency Channels.** Our system has a limited set (up to 120) of frequencies with which to label each transmitter. One method to increase the number of labels would be to have each transmitter alternate between two frequencies. Reliably and accurately estimating inter-frame motion (e.g. using the accelerometer and gyroscope), however, could prove difficult, making it difficult to match transmitter projections across frames.

A simpler approach that still requires only a single image is to simply re-use labels and leverage transmitter adjacency relationships. As our system captures contiguous images and requires at least three landmarks to localize, the adjacency relationships between lights form another constraint that can uniquely identify transmitters. Actually identifying transmitters with this system is surprisingly simple. For each frequency observed, consider all possible transmitter locations and compute the total inter-transmitter distance. The set of transmitters that minimizes this distance are the actual transmitters. This transmitter labeling technique is the same minimization procedure already used by the processing for AoA estimation.

**Dimmable LEDs.** Dimming is a requirement in 802.15.7. LEDs can be dimmed by either reducing their current or using PWM. As PWM dimming may affect our transmitted signal, we briefly explore its impact by PWM dimming an LED using a frequency higher than the phone’s scan rate (we use 1 MHz, 10% duty cycle). We find that it does not affect our ability to decode data.

**Privacy.** Our design does not require interaction with the local environment. Luminaires are unidirectional beacons and image capture emits no signals. If needed, the lookup table can be acquired once out of band, and processing could be done either on the phone or a user’s private cloud. A user can thus acquire location estimates without sharing any location information with any other entity.
9. CONCLUSIONS

Accurate indoor positioning has been called a “grand challenge” for computing. In this paper, we take a small step toward addressing this challenge by showing how unmodified smartphones and slightly-modified LED lighting can support accurate indoor positioning with higher accuracy than prior work. Our results show that it is possible to achieve decimeter location error and 3° orientation error by simply walking under an overhead LED light while using one’s smartphone. When used in typical retail settings with overhead lighting, this allows a user to be accurately localized every few meters, perhaps with dead reckoning filling in the gaps. Although our current approach has many drawbacks, none appear to be fundamental. Having demonstrated the viability of the basic approach, future work could explore the rolling shutter channel, improve channel capacity, increase image processing performance, and reduce positioning error.
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