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ABSTRACT

Unit testing is an essential activity in software development for ver-

ifying the correctness of software components. However, manually

writing unit tests is challenging and time-consuming. The emer-

gence of Large Language Models (LLMs) offers a new direction

for automating unit test generation. Existing research primarily fo-

cuses on closed-source LLMs (e.g., ChatGPT and CodeX) with fixed

prompting strategies, leaving the capabilities of advanced open-

source LLMs with various prompting settings unexplored. Partic-

ularly, open-source LLMs offer advantages in data privacy protec-

tion and have demonstrated superior performance in some tasks.

Moreover, effective prompting is crucial for maximizing LLMs’ ca-

pabilities. In this paper, we conduct the first empirical study to fill

this gap, based on 17 Java projects, five widely-used open-source

LLMs with different structures and parameter sizes, and compre-

hensive evaluation metrics. Our findings highlight the significant

influence of various prompt factors, show the performance of open-

source LLMs compared to the commercial GPT-4 and the tradi-

tional Evosuite, and identify limitations in LLM-based unit test

generation. We then derive a series of implications from our study

to guide future research and practical use of LLM-based unit test

generation.
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1 INTRODUCTION

Unit testing focuses on verifying the functionality of each indi-

vidual program component (such as each method) in order to en-

sure it works as intended. Hence, writing high-quality unit tests

is crucial, which facilitates developers to catch defects early and

diagnose them efficiently. However, manually writing these tests

is time-consuming and tedious, which could significantly escalate

the cost of software development [32]. To reduce this effort, sev-

eral approaches have been proposed to automatically generate unit

tests. Traditional approaches adopted symbolic execution [58, 80],

evolutionary algorithms [17], or model checking [15, 18] to auto-

matically generate unit tests. While they can generate tests with

promising coverage, they still fall short of the high utility achieved

by human-written tests. For example, the tests can be difficult to

maintain and understand due to the code smell issue, such as lack

of meaningful identifiers [55]. To alleviate this problem, several

deep-learning-based (DL-based) approaches have been proposed

[7, 70]. They collected a large corpus of unit tests with their cor-

responding focal method to build DL models, thereby enhancing

their test generation effectiveness. However, due to limitations in

the scale of models and training data, they often struggle to fully

understand the code’s intent and generate high-quality tests.

Although existing approaches have made significant progress,

automatically generating unit tests still faces the following chal-

lenges: (1) Generating syntactically correct tests. Unit test genera-

tion can be treated as a sub-problem of code generation, and thus
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also suffers from the general problem of ensuring that the gener-

ated code conforms to language’s grammar rules. (2) Generating

effective tests. High-quality unit tests should thoroughly explore

the behaviour of the target program component, which requires

the approach to understand code intent and structures and thus

generate tests with high test coverage and defect detection ability.

(3) Generating maintainable tests. In software evolution, we prefer

unit tests that are easy to read and change, which requires the ap-

proach to generate tests following the code practice and smell well.

Recently, Large Language Models (LLMs), with supreme abili-

ties in code understanding and natural language processing, have

shown potential in code generation tasks. Researchers also pro-

posed to leverage the most popular LLMs, i.e., GPT-3.5 or GPT-4,

to automatically generate unit tests [65, 81, 83]. However, these

LLMs are commercial and closed-source, which presents practical

challenges due to concerns over data security and the costs associ-

ated with API usage. Additionally, these existing studies predomi-

nantly relied on fixed prompting strategies based on prior experi-

ence, neglecting the potential influence of various prompting fac-

tors, such as prompt design choices and in-context learning (ICL)

methods. As shown in existing studies, prompting is crucial inmax-

imizing the capabilities of LLMs [38, 45, 75, 84], and thus this lack

of in-depth analysis on these factors could significantly limit the

development of actionable guidelines for optimizing unit test gen-

eration with LLMs [61, 64]. Moreover, with the rapid emergence

of open-source code LLMs and various prompting methods, their

effectiveness for unit test generation remains largely unexplored.

Therefore, it is urgent to investigate the effectiveness of advanced

open-source LLMs in unit test generation with various prompting

methods.

In this work, we conducted the first extensive study to achieve

the above-mentioned goal based on 17 Java projects from the De-

fects4J 2.0 benchmark [28]. Particularly, we evaluated five open-

source code LLMs, which are built on top of the widely-used

CodeLlama [60] and DeepSeek-Coder [13] structures with diverse

model scales ranging from 7B to 34B. Based on the extensive ex-

periments under the guidance of our elaborately-designed four re-

search questions (RQs), we obtain a series findings about LLM-

based unit test generation and deliver the corresponding action-

able guidelines for future research and practice use in this field,

which are mainly summarized as follows:

(1) The prompt design (the description style and selected code

features) is crucial to the effectiveness of LLMs in unit test

generation. It is recommended to align the description style

with the training data and choose code features considering

the LLMs’ code comprehension ability and the space left for

generating unit tests. Notably, including other methods de-

fined in the target class (except the focal method) negatively

impacts the overall effectiveness of LLM-based unit test gen-

eration due to their extensive length.

(2) The conclusions drawn from open-source LLMs in other

tasks do not necessarily generalize to unit test generation, in-

cluding dominance relationships among studied LLMs. How-

ever, all studied LLMs, including the state-of-the-art GPT-4,

underperform traditional Evosuite in terms of test coverage.

This is primarily due to the large percentage of syntactically

invalid unit tests generated by LLMs, a result of LLMs’ hal-

lucination. Therefore, effective solutions are needed, e.g., de-

signing post-processing rules to fix common syntactic issues.

(3) Despite their effectiveness in other tasks, directly adapting

the Chain-of-Thoughts (CoT) and Retrieval Augmented Gen-

eration (RAG) methods for unit test generation does not im-

prove effectiveness and may even reduce it in some cases.

CoT is primarily limited by the LLMs’ code comprehension

ability, while RAG is constrained by the significant gap be-

tween the retrieved unit tests and those that LLMs excel at

generating. Special design for the use of ICL methods in unit

test generation is required.

(4) The defect detection ability of LLM-generated unit tests is

limited, primarily due to their low validity. Although valid

unit tests are generated by LLMs for many defects, a sig-

nificant number of defects remain undetected, mainly be-

cause the tests fail to produce the specific inputs necessary

to trigger these defects. Therefore, designing effective muta-

tion strategies for the inputswithin generated unit tests could

further improve defect detection effectiveness.

In summary, this paper makes the following contributions:

• We performed the first empirical study to evaluate open-

source LLMs in unit test generation. We studied five power-

ful code LLMs, ranging from 7B to 34B parameters, on 17 Java

projects from the well-known Defects4J benchmark. Our ex-

periments required around 3,000 NVIDIA A100 GPU-hours,

underscoring the scale and intensity of our study in advanc-

ing LLM-based unit test generation.

• We evaluated LLM-based unit test generation from four as-

pects defined by our research questions, including the influ-

ence of prompt design, the influence of ICL methods, the

comparison among open-source LLMs, the commercial GPT-

4, and traditional Evosuite, and the evaluation in terms of di-

verse metrics (including syntactic validity, test coverage, and

defect detection).

• We summarized nine major findings from our extensive study

and delivers a series of implications for guiding future re-

search and practice use of LLM-based unit test generation.

2 STUDY DESIGN

In general, when using LLMs to address some code-related task,

it involves three main aspects: an LLM, a prompt as the input of

the LLM, and an in-context (ICL) method employed to improve

LLMs in addressing the task, and thus it is important to investigate

these aspects in LLM-based unit test generation. Furthermore, as

the goal of unit testing is to detect defects at an early stage, the

defect detection ability of the generated unit tests by LLMs is also

crucial. In this work, to conduct a comprehensive study, the work-

flow of our study consists of four parts that target each aspect of

LLM-based unit test generation as discussed above.

2.1 Research Questions.

We investigated the unit test generation effectiveness of LLMs by

answering the following research questions (RQs):

• RQ1: How does prompt design affect the effectiveness of

LLMs in unit test generation?
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• RQ2: How do open-source LLMs perform in unit test gener-

ation compared to GPT-4 and Evosuite?

• RQ3: How do in-context learning methods affect the effec-

tiveness of LLM-based unit test generation?

• RQ4: How effective are the unit tests generated by LLMs in

terms of defect detection?

In RQ1, we investigated the effectiveness of each studied open-

source LLM in unit test generation by designing different prompts.

This helps investigate the influence of different prompt designs

on this task and also helps determine how to design a prompt to

make LLMs achieve the best effectiveness. In RQ2, we compared

the studied open-source LLMs in unit test generation based on the

best prompt design we explored in RQ1, and employed the state-of-

the-art commercial LLM (i.e., GPT-4) and the widely-studied tradi-

tional approach (i.e., Evosuite) as reference. This helps understand

the current situation of these open-source LLMs in unit test gener-

ation. In RQ3, we incorporated several widely-used ICL methods

to improve the usage of these studied LLMs respectively, and then

revisited the effectiveness of these LLMs in unit test generation.

This is helpful to explore whether the state-of-the-art ICL meth-

ods in general tasks can help improve the effectiveness of LLMs in

the specific task of unit test generation.

The former three RQ3 correspond to the above-mentioned three

aspects affecting the effectiveness of LLMs in addressing some

tasks, which adopted the widely-used evaluation metrics in exist-

ing studies on LLM-based unit test generation (i.e., syntactic valid-

ity and test coverage). RQ4 further complements them by consid-

ering another key ability (i.e., the defect detection ability) of unit

tests. That is, in RQ4, we investigated the effectiveness of these

studied LLMs in terms of fault detection with the corresponding

automatically generated unit tests.

2.2 Studied LLMs

First, we selected a set of representative code LLMs for investiga-

tion in our study. Our selection process started with the leader-

board of code LLMs hosted on Hugging Face [4]. We first sorted

code LLMs based on their scores and found that the most power-

ful LLMs shared two structures: CodeLlama and DeepSeekCoder.

Then, we determined a set of code LLMs with different scales for

each structure. They are CodeLlama-7B-Instruct, CodeLlama-13B-

Instruct, Phind-CodeLlama-34B-v2, DeepSeekCoder-6.7B-Instruct,

and DeepSeekCoder-33B-Instruct. Besides, we used the state-of-

the-art commercial LLM (i.e., GPT-4 [6]), as a reference due to its

well-known effectiveness.

CodeLlama refers to a series of code-specific LLMs evolved

from Llama 2 [69], available in three sizes (i.e., 7B, 13B, and

34B) and three variants (i.e., base model, Python fine-tuned

and instruction-tuned models). Phind models are the fine-tuned

versions of CodeLlama-34B, leveraging an internal Phind cor-

pus and instruction-tuning, and they have outperformed other

models in CodeLlama series. In our study, we selected three

instruction-tuned LLMs: CodeLlama-7B-Instruct, CodeLlama-13B-

Instruct, and Phind-CodeLlama-34B-v2, as instruction-tuned mod-

els tend to exhibit superior performance as shown in the existing

work [82]. For ease of presentation, we call them CL-7B, CL-13B,

and PD-34B, respectively.

DeepSeekCoder comprises a series of code LLMs trained on

a repository-level code corpus, including both pre-trained and

instruction-tuned models. These models come in various sizes, in-

cluding 1.3B, 5.7B, 6.7B, and 33B. To ensure fair comparisons with

our selected CodeLlama models, we selected DeepSeekCoder-6.7B-

Instruct and DeepSeekCoder-33B-Instruct since they have compa-

rable parameter sizes with CL-7B and PD-34B. We call them DC-

7B and DC-33B, respectively.

ChatGPT includes influential commercial closed-source LLMs

developed by OpenAI, such as GPT-3.5 and GPT-4. These models

are pre-trained on trillions of tokens and further enhanced through

instruction-tuning and reinforcement learning with human feed-

back [85]. They have shown exceptional performance in various

tasks [81, 83]. Among the ChatGPT series, GPT-4 is the most ad-

vanced and outperforms its predecessors. Therefore, we selected

GPT-4 as the representative closed-source LLM for reference.

2.3 Prompt Design

Prompts are crucial for an LLM as they contain the context, in-

struct the task, and largely influence the model’s performance [8,

20, 35, 61]. In general, when handling code-related tasks, the

prompt should include proper code features, and the task and these

code features should be described in a proper style, which can fa-

cilitate the LLM understanding and thus address this task. That is,

when designing a prompt, we should take two factors into consid-

eration: (1) which style is used to describe the task and these code

features, and (2) which code features should be included.

Description Style. There are two widely-used description

styles in addressing code-related tasks with LLMs in the litera-

ture [12, 62, 81, 83]: natural language description [81, 83] and code

language description [12, 62, 65]. The former describes the task

and code features in natural language, while the latter makes the

prompt a code fragment by introducing the task and code features

in corresponding comments. In our study, we investigated the in-

fluence of the two styles on the effectiveness of each studied open-

source LLM in unit test generation.

Code Features. To adequately investigate the influence of dif-

ferent code features, we surveyed the existing studies on LLM-

based unit test generation [7, 12, 65, 81, 83], and collected all their

used code features. In total, we collected six code features and

categorized them into three types: (1) Focal Method is the target

method to be tested. The code features extracted from it include

the method body (FM1 ) and its parameters (FM? ). (2) Focal Class is

the class containing the focal method. The code features extracted

from it include its constructor (FC2 ), the fields defined within the

class (FC5 ), and other methods defined within the class (FC< ). (3)

Related Classes are the classes including the constructors of the

parameters in the focal method (except the focal class). The code

feature extracted from it is these constructors (RC2 ). Among them,

FM1 is the basic content in the prompt for LLM-based unit test gen-

eration. Thus we performed an ablation experiment to investigate

the contribution of each of the remaining five code features.
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2.4 In-Context Learning Method

Chain-of-Thoughts (CoT) [83] and Retrieval Augmented Generation

(RAG) [37] are two widely-used ICL methods in various code-

related tasks. In this study, we adapted them to unit test generation

task, and investigated the impact of these methods on the effective-

ness of unit test generation.

CoT was originally proposed to improve the reasoning ability

of LLMs in addressing mathematical and common-sense reasoning

tasks [75]. Subsequently, it has been applied to some code-related

tasks and the effectiveness has been also demonstrated through

extensive experiments [38, 83]. Particularly, the existing work has

demonstrated the effectiveness of applying CoT to ChatGPT for

unit test generation [83], which instructs ChatGPT to (1) under-

stand the focal method and then (2) generate unit tests according

to its understanding. However, it is unclear whether CoT is still

effective in improving open-source LLMs in unit test generation.

To fill the gap, this work performs the first study that extensively

investigates the effectiveness of COT on various widely used open-

source LLMs.

RAG enhances LLMs by incorporating relevant information

retrieved from external databases to improve prompt contents,

which has been widely used in code generation [57, 72, 74]. In gen-

eral, RAG first retrieves similar inputs, and then treats these inputs

along with their corresponding ground-truth outputs as examples

to enhance LLMs. In our study, we investigated its effectiveness

in improving LLM-based unit test generation through adaptation.

Specifically, it first retrieves the most similar method to the focal

method within the project. Following the existing work [30, 72],

we used CodeBERT to encode the semantics of methods as vectors

and then measured the cosine similarity between vectors. Then,

the retrieved method, along with its corresponding unit tests, was

integrated into the prompt to instruct LLMs to generate unit tests.

2.5 Benchmark

We used the Defects4J 2.0 benchmark [28] to evaluate the effective-

ness of LLMs in unit test generation. It consists of 835 real-world

defects collected from 17 open-source Java projects and has been

widely used in software testing [29], fault localization [24, 25] and

program repair [26, 27, 47, 76]. In this benchmark, each defect cor-

responds to a buggy version and a fixed version. The fixed version

indicates that the patches have been applied to certain methods

and then the defect can be fixed. To balance the evaluation costs

and defect detection capability investigation, we regarded each

patched method as a focal method to be tested, instead of all meth-

ods in this benchmark. Particularly, following the testing practice

and the existing work [7, 70], we just considered public methods

as focal methods. For a bug involving multiple buggy methods, we

used all the public methods as focal methods. In total, we collected

778 focal methods, which involve 413 defects from all 17 projects

in the benchmark. Due to the space limit, we put the numbers of

focal methods and involved defects for each project at our home-

page [5].

2.6 Implementation

Due to the variable inconsistent output format of LLMs, we first

used the widely-used AST parser (i.e., tree-sitter[3]) to extract

the generated unit tests from the outputs, rather than relying on

simple text matching. Then, we integrated all test methods into

a test class for subsequent evaluation. Finally, we imported the

classes within the project and some common dependencies re-

quired by JDK (e.g., the java.utils package) and JUnit (e.g., the

org.junit.Assert package) into the test class, in order to avoid

simple compilation issues caused by missing dependencies.

We developed our experimental scripts based on PyTorch

2.0.0 [1] and transformers 4.34.1 [2], and used DeepSpeed [59] and

VLLM [33] libraries to speed up our experiments. All the experi-

ments were conducted on four servers with the same configura-

tion, i.e., Ubuntu 18.04 LTS, Intel Xeon Gold 6240C CPU, 512GB

RAM, and eight NVIDIA A100 GPUs. All of our code and data are

available at our project homepage [5].

2.7 Metrics

Following the existing studies [81, 83], we leveraged the three

widely-used metrics to evaluate the generated unit tests by each

technique in RQ1, RQ2, and RQ3: Compilation Success Rate

(CSR), Line Coverage (�>E!), and Branch Coverage (�>E� ). As

introduced in Section 2.6, for each focal method, we integrated all

the generated unit tests into a test class, and then compiled the

test class. Therefore, we calculated CSR by the ratio of the num-

ber of test classes compiled successfully over the total number of

test classes corresponding to all focal methods. Then, we executed

each test class compiled successfully, and collected its achieved

line coverage and branch coverage via the code coverage collection

tool (i.e., Jacoco [21]). For each test class with compilation errors,

we recursively remove test methods occurred in compilation error

messages from the test class and re-execute the test class until it

can be compiled successfully or there is no test method left in the

test class. In this way, we try our best to collect as much coverage

achieved as possible. Higher CSR, �>E! , and �>E� indicate better

effectiveness in unit test generation.

Furthermore, we incorporated an additional metric in RQ4, i.e.,

the Number of Detected Defects (NDD), to evaluate the defect

detection ability of the generated unit tests. Specifically, if a test

class passes on a fixed version but fails on the corresponding buggy

version, it indicates that the test class detected a defect.

3 RESULTS

3.1 Influence of Prompt Design

Influence of Description Style. We first investigated the influ-

ence of description styles, i.e., natural language description (NL)

and code language description (CL). Specifically, we investigated

the effectiveness of each studied open-source LLM by incorporat-

ing all studied code features into the prompt in each studied de-

scription style, respectively. Table 1 shows the results in terms of

CSR, �>E! , and �>E� . To evaluate the difference between NL and

CL in statistics, we performed the Wilcoxon rank sum test [77]

with a significance level of 0.05 between them and calculated the

Rank-biserial correlation [54] scores to show the effect size. If a p-

value is smaller than 0.05, it indicates that there is a statistically sig-

nificant difference between NL and CL for the used LLM in terms

of the metric. An effect-size value above 0.3 generally indicates a

meaningful difference between compared groups [11]. In this table,
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Table 1: Effectiveness of Open-source LLMs Using Different Description Styles in Prompt.

Style
CL-7B CL-13B PD-34B DC-7B DC-33B

IYX IovR IovH IYX IovR IovH IYX IovR IovH IYX IovR IovH IYX IovR IovH

NL 40.31 18.76 16.67 53.86 18.55 17.11 51.93 28.59 23.51 47.36 23.79 18.66 49.07 26.98 23.91

CL 34.37 16.21 14.34 38.95 14.16 12.18 56.06 30.31 24.14 50.27 23.94 17.20 50.54 32.36 26.76

we used bold to highlight the better one with statistical and mean-

ingful significance according to the p-value (<0.05) and the effect

size (>0.3) between NL and CL.

From Table 1, CL-7B and CL-13B perform better when using the

NL style than using the CL style in terms of all three used metrics.

In particular, the superiority of NL over CL is statistically signifi-

cant in all six cases for CL-7B and CL-13B. For example, the unit

tests generated by CL-7B in the NL style achieve 2.55% and 2.33%

higher line coverage and branch coverage than those in the CL

style. For DC-7B, DC-33B, and PD-34B, there is no statistically sig-

nificant difference between the two styles in most (seven out of

nine) cases, even though the CL style performs slightly better than

the NL style in general. The results indicate that DC-7B, DC-33B,

and PD-34B are more robust with respect to the description style

used in prompt than CL-7B and CL-13B.

We then investigated the reason behind the above phenomenon

and found that the root cause lies in which description styles are

employed in the training data for LLMs. Specifically, CL-7B and

CL-13B were build based on Llama2 by using a code corpus with

500B tokens. Although they have learned how to understand code

language, the base Llama2 model still have dominant impact on

their ability of understanding prompts. In contrast, although PD-

34B shares the Llama2 architecture, it conducted three rounds of

additional training with CL data (i.e., from Llama2 to CodeLlama-

34B, then Phind-v1 and v2), and thus it performs stably regard-

less of the used styles. Similarly, DC-7B and DC-33B were initially

trained on a hybrid corpus comprising 80% data in the CL style

and 20% data in the NL style, allowing them to work well with

both styles.

Overall, when utilizing an LLM to address the task of unit test

generation, it is preferable to design the prompt in the description

style that the LLM was trained on, which is usually overlooked in

practice. For sufficient comparisons, we adopted the style making

the LLM perform better for each LLM in the following experiments.

Specifically, we designed the prompt in the NL style for CL-7B and

CL-13B and in the CL style for DC-7B, DC-33B, and PD-34B.

Finding 1: CL-7B and CL-13 perform significantly better

when using the style of NL to instruct them, while PD-34B,

DC-7B, and DC-33B perform stably regardless of the used

styles. The underlying reason lies in whether the descrip-

tion styles used for instructing LLMs are well aligned with

those used in the training data for LLMs.

Influence of Code Features. We performed an ablation experi-

ment to investigate the influence of code features (i.e., �"? , ��2 ,

Table 2: Effectiveness of Unit Tests Generated By Open-

Source LLMs with Different Prompt Variants in Terms of

Compilation Success Rate (CSR).

Variants CL-7B CL-13B PD-34B DC-7B DC-33B

All 40.31 53.86 55.49 49.22 45.65

w/o LIc +0.99 -1.87 -0.42 -1.00 -2.43

w/o LIf +0.28 -3.43 +0.29 -0.86 -0.29

w/o LIm -2.14 -14.92 -6.42 -11.42 -4.28

w/o LSp +3.99 -1.01 +1.57 +1.84 -0.71

w/o XIc +3.99 -1.01 +1.57 +1.84 -0.71

��5 , ��< , and '�2 presented in Section 2.3). Specifically, we cre-

ated five variants for prompt design, each of which removes a code

feature from the prompt incorporating all studied code features, re-

spectively. Then, we investigated the effectiveness of each studied

open-source LLM with each of the prompt variants in its descrip-

tion style determined before. Table 2 shows the results in terms

of CSR and Table 3 shows the results in terms of �>E! and �>E� .

In both tables, Rows “All” present the results of each studied LLM

with the prompt incorporating all studied code features, and the

remaining rows present the increased/decreased effectiveness over

the corresponding effectiveness shown in Rows “All” for each stud-

ied LLM. We also used bold to highlight the increment/decrement

with statistical significance (p-values smaller than 0.05 and effect

size greater than 0.3).

From Table 2, all the cases with statistical significance are at

Row “w/o ��<” and all of them are decrement (ranging from 2.14%

to 14.92%) in terms of CSR. The results indicate the significant con-

tribution of ��< (other methods defined within the focal class) to

generate syntactic valid unit tests with LLMs. The reason may be

that building a unit test scenario often requires several steps and

some necessary information exists in ��< . Hence, removing ��<

may result in significant hallucination issues for LLMs, harming

the validity of generated unit tests. The remaining code features

have no statistically significant influence on LLM-based unit test

generation in terms of CSR, which is also as expected. Specifically,

(1) regarding ��5 , fields are seldom directly accessed from unit

tests; (2) regarding ��2 and '�2 , LLMs typically use no-parameter

constructors for instantiation or employ mocked instances instead

(e.g., about 58.49% of generated test classes involve such instantia-

tion methods on average); (3) the parameters of the focal method

also occur in the method body (i.e., the basic content �"1 that is

always retained in the prompt).
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Table 3: Effectiveness of Unit Tests Generated By Different Prompt Variants in Terms of Test Coverage.

Variants
CL-7B CL-13B PD-34B DC-7B DC-33B

IovR IovH IovR IovH IovR IovH IovR IovH IovR IovH

All 18.76 16.67 18.55 17.11 33.41 27.12 29.02 23.77 32.72 29.26

w/o LIc +8.09 +7.66 -2.44 -0.12 +0.62 +1.62 -2.72 -2.01 -3.16 -2.31

w/o LIf +7.46 +6.52 +1.83 +0.92 +5.17 +4.61 -0.37 -0.75 +1.11 -0.70

w/o LIm +9.26 +8.67 +3.07 +3.62 +4.04 +5.23 -0.65 +2.27 +1.79 +0.05

w/o LSp +8.93 +8.09 -0.32 +0.37 +2.46 +2.57 -1.31 -1.18 -1.63 -1.91

w/o XIc +8.96 +8.11 -0.32 +0.37 +2.45 +2.56 -1.31 -1.18 -1.90 -2.10

From Table 3, we found a surprising phenomenon, i.e., almost all

cases at Row “w/o ��<” are increment, even with statistical signif-

icance. This indicates that removing ��< in prompt design is help-

ful to improve code coverage even though it is harmful to the syn-

tactic validity of generated unit tests.We carefully analyzed the un-

derlying reason and found that the number of generated unit tests

may be the key factor. Specifically, these open-source LLMs have

fixed-size space to include prompt contents and LLMs’ response. If

the prompt is longer, it indicates that the contents of the response

from the LLM are fewer, potentially leading to a smaller number

of generated unit tests. After removing ��< in prompt design, the

window space left for the LLM’s response becomes larger, and in-

deed, the average number of generated unit tests across all the

studied open-source LLMs are significantly increased from 3,654 to

5,434, which is indeed helpful to improve code coverage. Overall,

this benefit even outperforms the negative influence on the syntac-

tic validity of generated unit tests.

Finding 2: ��< contributes the most to the syntactic va-

lidity of generated unit tests among all studied code fea-

tures, but its extensive length limits the number of gen-

erated unit tests with LLMs. The outperforming influence

of the latter over the former finally makes ��< limit test

coverage.

Except ��< , removing each of the remaining four code fea-

tures is significantly helpful to improve code coverage for the three

LLMs based on CodeLlama in general, but has no statistical signifi-

cant influence on the two LLMs based onDeepSeek-Coder in terms

of code coverage. The underlying reason may lie in the ability of

the foundation models in comprehending code features. Specifi-

cally, the CodeLlama models are trained from Llama2, which are

pre-trained on natural language data, while the DeepSeek-Coder

models are built from scratch based on a corpus primarily com-

posed of code language. Therefore, DC-7B and DC-33B are able

to comprehend provided code features more sufficiently, facilitat-

ing generating effective unit tests. Regarding CL-7B, CL-13B, and

PD-34B, because of the relatively weak ability in comprehending

code features, the negative influence of missing some information

due to removing code features is smaller than the brought benefit

(i.e., leaving larger space for LLMs’ response), eventually bringing

the improvement of test coverage. Additionally, the possible reason

why removing ��< has positive influence on both CodeLlama and

DeepSeek-Coder models is that ��< is significantly longer than

the other code features, and thus the benefit in leaving space for

LLMs’ response due to its removal is more significant to test cov-

erage improvement by generating more unit tests. Overall, there

seems to be a trade-off between including more code features and

leaving space for generating more unit tests in prompt design.

Particularly, when incorporating all studied code features, the

relatively small CodeLlama models (i.e., CL-7B and CL-13B) per-

form worse than the relatively small DeepSeek-Coder model (i.e.,

DC-7B) in terms of code coverage, and the relatively large CodeL-

lama model (i.e., PD-34B) performs closely to the relatively large

DeepSeek-Coder model (i.e., DC-33B). However, in our ablation ex-

periment, the best effectiveness of CL-7B and CL-13B in terms of

code coverage (i.e., that achieved by the prompt variant removing

��<) is even better than that of DC-7B. Similarly, the achieved

code coverage with PD-34B using the prompt variant removing

��< outperforms the best effectiveness of DC-33B. This indicates

the importance of selecting code features for a given LLM due to

the diverse characteristics of LLMs. For sufficient comparisons, we

adopted the prompt variant making the LLM perform the best for

each LLM in the following experiments. Specifically, we incorpo-

rated all studied code features in the prompt for DC-7B and DC-

33B but removed ��< for the remaining three LLMs. Note that

the prompt variant performing the best in our ablation experiment

may be not the global optimum, since we did not evaluate all com-

binations of these code features due to significant costs. We will

discuss this threat in detail in Section 4.

Finding 3: Code features (except ��<) have different in-

fluence on LLMs due to different abilities of their foun-

dation models in comprehending code features. Using

proper code features may largely enhance unit test genera-

tion effectiveness of LLMs (especially CodeLlama models).

3.2 Effectiveness Comparison

Table 4 shows the effectiveness of each studied open-source LLM

with the corresponding best setting mentioned above in terms of

CSR, �>E! , and �>E� . To better understand the effectiveness of

open-source LLMs in unit test generation, we also reported the

effectiveness of traditional technique Evosuite with its default set-

ting, as well as the closed-source GPT-4 model by incorporating
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Table 4: Effectiveness Comparison of Studied LLMs and Evo-

suite in Unit Test Generation.

Model IYX (%) Iov! (%) Iov� (%)

CL-7B 38.17 28.02 25.34

CL-13B 38.94 21.62 20.73

PD-34B 49.07 37.45 32.35

DC-7B 49.22 29.02 23.77

DC-33B 45.65 32.72 29.26

GPT-4 52.96 40.43 31.78

Evosuite 85.71 78.91 76.59

all studied code features in the natural language description style

(the most widely-used setting in the literature [68, 81, 83]).

From Table 4, the two most large-scale open-source LLMs (i.e.,

PD-34B and DC-33B) achieve higher code coverage than the re-

maining small-scale LLMs, and the commercial GPT-4 generally

performs better than these studied open-source LLMs. For ex-

ample, DC-33B achieves 12.75% higher line coverage and 23.10%

higher branch coverage than DC-7B. This is as expected since

larger-scale LLMs tend to have a stronger ability to understand

instructions, and the same finding has been observed on the task

of LLM-based code generation [10]. There is an unusual case, i.e.,

CL-13B performs worse than CL-7B in our study. This is because

CL-7B suffers from a repetition issue [22], which causes that the

number of generated unit tests is substantially larger than that gen-

erated by CL-13B. Although this repetition issue could benefit the

task of unit test generation to some degree, it is actually widely-

recognized as a typical aspect reflecting LLM’s poor capability [31].

There are also different findings derived from different tasks with

LLMs. From Table 4, PD-34B outperforms DC-33B in terms of both

line coverage and branch coverage, but the conclusion is opposite

on the task of code generation based on the widely-known leader-

board [4]. This indicates the necessity of re-evaluating LLMs when

a new task is specified, since the most suitable LLM may be differ-

ent for different tasks due to different characteristics involved in

them.

Finding 4: While these open-source LLMs have been eval-

uated on other tasks, not all findings can be generalized to

unit test generation, especially in identifying the most ef-

fective open-source LLM for it. The state-of-the-art com-

mercial GPT-4 is still more effective in unit test genera-

tion.

By comparing the traditional Evosuite with LLM-based unit test

generation in Table 4, the former significantly outperforms all the

LLM-based techniques (including the commercial GPT-4) in terms

of all three used metrics. For example, the line coverage achieved

by Evosuite is 78.91%, while that by GPT-4 is just 40.43%. Of course,

the unit tests generated by Evosuite have always been criticized for

poor readability, rather than for low test coverage [7, 83]. The poor

readability of traditional techniques is also the initial motivation

for LLM-based unit test generation [62, 68, 83], but definitely, LLM-

based unit test generation should not harm test coverage too much

compared to Evosuite. One possible reason is that a substantial por-

tion of the unit tests generated by LLMs (ranging from 34.44% to

61.78%) are syntactically invalid.

To potentially improve the effectiveness of LLM-based unit test

generation, we further analyzed the underlying root cause of their

low CSR. Specifically, there are three main types of invalid unit

tests generated by these LLMs: unresolved symbol errors, parame-

ter mismatch errors, and abstract instantiation errors. All of them

are caused by the hallucination issue [44] of LLMs. Unresolved sym-

bol errors are themost common, which account for 30.68% of all in-

valid unit tests and are caused due to using semantically-coherent

but undefined identifiers in unit tests. Parameter mismatch errors

are the second most common, accounting for 17.25%, which in-

volves incorrect parameter types or counts in invoked APIs. This is

because there are many APIs sharing the same name but different

parameter lists due to the overloading feature, aggregating the dif-

ficulty in generating correct API invocations for LLMs. Abstract

instantiation errors are the third most common, accounting for

10.38%, which involves incorrect instantiation of abstract classes.

Specifically, when a method parameter is defined in an abstract

class, an instance of the corresponding subclass should be declared

since abstract classes cannot be instantiated. However, LLMs often

declare an instance for the parameter according to its defined type.

Finding 5: LLM’s hallucination leads to three main types

of compilation errors for unit tests, i.e., unresolved symbol

errors, parameter mismatch errors, and abstract instanti-

ation errors. This makes LLM-based unit test generation

underperformEvosuite in terms of test coverage, although

the latter suffers from the poor readability issue.

3.3 Effectiveness of In-Context Learning

We investigated the influence of in-context learning on LLM-based

unit test generation by evaluating each studied open-source LLM

with the CoT and RAG methods (introduced in Section 2.4), re-

spectively. Table 5 presents their effectiveness in terms of �>E!
and�>E� . We also used bold to highlight the increment/decrement

with statistical significance (p-values smaller than 0.05 and effect

size greater than 0.3).

From this table, incorporating CoT weakens the effectiveness of

all three CodeLlama models (i.e., CL-7B, CL-13B, and PD-34B) in

terms of �>E! and �>E� , but enhances the effectiveness of both

DeepSeek-Coder models (i.e., DC-7B and DC-33B). For example,

incorporating CoT results in 3.04% decrement for CL-7B in terms

of �>E! , but brings 2.72% increment for DC-7B. This difference

may be attributed to the ability of LLMs in code comprehension.

Specifically, CoT introduces an extra task of describing the focal

method for guiding subsequent unit test generation, which stresses

the code comprehension ability of LLMsmore explicitly. Therefore,

the LLMs with a strong code comprehension ability could provide

informative descriptions, thereby improving the effectiveness of



Conference’17, July 2017, Washington, DC, USA Yang et al.

Table 5: Effectiveness of Open-source LLMs with Different In-Context Learning Methods in Terms of Test Coverage.

Model
CL-7B CL-13B PD-34B DC-7B DC-33B

IovR IovH IovR IovH IovR IovH IovR IovH IovR IovH

Base 28.02 25.34 21.62 20.73 37.45 32.35 29.02 23.77 32.72 29.26

+ CoT -3.04 -2.79 -6.45 -4.57 -0.02 -2.06 +2.72 +4.03 +0.69 +0.48

+ RAG -5.57 -5.85 -6.03 -5.10 -9.28 -8.78 -5.80 -4.44 -3.34 -5.72

subsequent unit test generation. However, the LLMs with a rela-

tively weak code comprehension ability may not describe the fo-

cal method correctly, eventually leading to the effectiveness decre-

ment. Through our manual analysis, the studied DeepSeek-Coder

models indeed provide more accurate and informative descriptions

than the studiedCodeLlamamodels, thereby achieving better effec-

tiveness in terms of test coverage. This indicates the superiority of

the former in the code comprehension ability, which is also aligned

with Finding 3. Hence, it is important to determine whether incor-

porating CoT to guide the used LLM is really helpful through a

preliminary study in advance.

Finding 6: CoT is helpful to improve the effectiveness

of both DeepSeek-Coder models in unit test generation

while it cannot for the three CodeLlama models due to

the stronger ability of the former in code comprehension.

From Table 5, incorporating RAGmakes all studied open-source

LLMs performworse in terms of both line coverage and branch cov-

erage. For example, the decrement of �>E! and �>E� for CL-7B is

5.57% and 5.85%, respectively. We extensively analyzed the reason

behind the negative conclusion, and found that there is a signifi-

cant gap between the unit tests retrieved by the RAG method and

those that LLMs excel at generating, which causes the informa-

tion that LLMs learn from the retrieved examples is limited (even

disruptive). For example, the average length of the retrieved unit

tests is 12.10 lines of code (LOC) while that of the generated unit

tests by LLMs is 5.60 LOC. Also, the average number of retrieved

unit tests per focal method (i.e., 2.41) is much smaller than that of

the generated unit tests by LLMs (i.e., 6.94). That is, the current re-

trieval method, which is restricted within the project following the

practice of code generation [30, 72], is not sufficient. This indicates

that setting a high-quality database specific to the task of unit test

generation could be helpful to improve the effectiveness of RAG in

enhancing LLM-based unit test generation.

Finding 7: The RAG method adapted from code gener-

ation is ineffective to enhance LLMs in unit test genera-

tion. This is mainly caused by the large gap between unit

tests retrieved and those that LLMs excel at generating,

indicating the necessity of setting a high-quality retrieval

database specific to unit test generation.

Table 6: Defect Detection Effectiveness of Studied LLMs.

Models CL-7B CL-13B PD-34B DC-7B DC-33B GPT-4

NTD 41 28 63 60 62 65

NDD 12 15 30 24 33 39

3.4 Defect Detection Ability

We further investigated the effectiveness of each LLM-based unit

test generation technique in terms of defect detection by execut-

ing its generated unit tests on the corresponding faulty versions.

As shown before, a number of generated unit tests by each LLM

cannot be compiled successfully, causing that there are no valid

unit tests for many defects. These defects cannot be detected at

all. Therefore, for each LLM, we filtered out such defects in this

experiment and reported the number of remaining defects that are

detectable in Row “NTD” (short for the number of testable defects

that have at least test classes compiled successfully on the corre-

sponding version) in Table 6. From this row, 87.13% of defects can-

not be detected due to the compilation issue on average across all

studied LLMs, suggesting that improving the validity of generated

unit tests by LLMs is critical to improve the defect detection ability

of them.

We then reported the number of detected defects by each LLM

in Row “NDD” in Table 6. We further confirmed the larger-scale

LLMs (including GPT-4, PD-34B, and DC-33B) detected more de-

fects than the remaining smaller-scale LLMs. Among these de-

tectable defects, however, the percentage of detected defects is still

small, ranging from 29.27% to 60.00%. This indicates the weak de-

fect detection ability of LLM-based unit test generation.

Finding 8: The defect detection ability of LLM-based unit

test generation is weak, mainly caused by the low valid-

ity of generated unit tests. On average, for 87.13% defects,

LLMs do not generate any valid unit tests. Among the re-

maining defects, just 47.28% defects are exactly detected.

We then analyzed why just a few defects are detected among

all detectable ones in order to further understand the challenges

for LLM-based unit test generation in defect detection. Through

our manual investigation on each valid unit test corresponding to

each undetected defect, we summarized the following three rea-

sons. Table 7 presents the number of undetected defects caused by

each reason for each LLM.

(1) Insufficient test coverage refers to that all the generated

unit tests by an LLM do not reach the faulty code. From Table 7,
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Table 7: Number of Defects that Valid Unit Tests Failed to Detect Categorized by Three Reasons

Model CL-7B CL-13B PD-34B DC-7B DC-33B GPT-4

Insufficient Test Coverage 6 3 11 10 9 0

Missing Specific Inputs 22 10 21 26 20 24

Improper Assertionw 1 0 1 0 0 2

there are 3.61%, 1.81%, 6.63%, 6.02%, 5.42% of undetected defects

caused by this reason for CL-7B, CL-13B, PD-34B, DC-7B, DC-33B,

respectively. (2) Missing specific inputs refers to that there are

some unit tests executing the faulty code but the inputs specified

in the unit tests cannot trigger the defect. That is, the triggering

of the defect requires some specific inputs (such as setting the

real part of a complex number to NaN for triggering the defect in

Math-53). From Table 7, there are 13.25%, 6.02%, 12.65%, 15.66%,

12.05% , 14.46% of undetected defects caused by this reason for CL-

7B, CL-13B, PD-34B, DC-7B, DC-33B, GPT-4, respectively. (3) Im-

proper assertions refer to that the defect-triggering inputs have

been specified in some unit tests, but no proper assertions are pro-

duced to capture this defect. For example, the defect in Compress-

34 lies in missing to flush the input stream after closing a file. How-

ever, the unit tests generated by PD-34B do not contain the asser-

tions checking whether the corresponding attribute is null, but

just check whether the file is closed. From Table 7, there are 0.60%,

0.60%, 1.20% of undetected defects caused by this reason for CL-7B,

PD-34B, GPT-4, respectively.

Finding 9: Regarding the undetected defects with valid

unit tests generated by LLMs, the main reason lies in miss-

ing to produce the specific inputs required to trigger de-

fects, resulting in 74.99% of undetected defects on average.

4 THREATS TO VALIDITY

The threats to internal validity mainly lie in our experimental

scripts and the usages of LLMs. To reduce the former threat, two

authors have carefully checked our implementations through code

review and testing. We also released our implementations at our

project homepage for replication. To reduce the latter threat, we

used publicly accessible model weights from Hugging Face ad-

hered strictly to the well-documented usage guidelines for open-

sourcemodels, and leveraged the API services provided by OpenAI

for GPT-4.

The threats to external validity mainly lie in our used bench-

mark and LLMs. In our study, we adopted the Defects4J benchmark

for evaluation, which has been widely used in the existing studies

on software testing and debugging [24, 25, 43, 79]. Specifically, we

collected 778 focal methods involving 413 defects from 17 projects,

exhibiting the diversity of our evaluation data to some degree. Also,

we studied five open-source LLMs and the state-of-the-art com-

mercial LLM (i.e., GPT-4). As presented in Section 2.2, we selected

these LLMs by considering diverse architectures and model sizes,

as well as their effectiveness on code-related tasks highlighted in

the leaderboard hosted on Hugging Face. The above diversity is

helpful to reduce this kind of threats to some degree. Actually, the

current experiments on the used benchmark and LLMs have spent

3,000 A100 GPU hours, and our experimental design balances con-

clusion generalizability and evaluation costs well.

The threats to construct validity mainly lie in our studied code

features, ICL methods, randomness, and potential data leakage. Re-

garding the former, we collected all the code features that have

been used in the existing studies on LLM-based testing [7, 70, 81,

83], demonstrating the comprehensiveness of our investigation.

However, due to the evaluation costs, it is unaffordable to inves-

tigate the effectiveness of all combinations of these code features.

Instead, we performed an ablation experiment by respectively re-

moving one code feature from the whole set to investigate the

contribution. Therefore, we may not find the globally optimal set-

ting for each studied LLM for the experiments in Sections 3.2, 3.3,

and 3.4, but selected the locally optimal setting from our ablation

experiment.

Regarding the ICL methods, we investigated two most widely-

studied methods, i.e., CoT and RAG, in the literature [37, 75]. Ac-

cording to the characteristics of unit test generation, we adapted

them to fit our task as introduced in Section 2.4. The current adap-

tations are reasonable but may be not the best strategies in unit

test generation. In the future, we will explore more usages of CoT,

RAG, and some other ICL methods (e.g., self-repairing [81], self-

consistency [73], prompt tuning [35]) in LLM-based unit test gener-

ation for more sufficient investigation. To reduce the threat of ran-

domness from LLMs, we set the temperature to zero, which is the

most widely-used setting to increase LLMs’ determinacy [16, 53].

Same as the existing studies on LLMs using the Defects4J bench-

mark [52, 78, 81], there is also a potential data leakage threat in

our study. Following the existing practice [62, 78], we compared

LLM-generated unit tests with the original unit tests equipped by

this benchmark. We found that there is no exact match between

them, and even the number of LLM-generated unit tests (3.70 on

average) is largely different with that of original unit tests (2.41).

This helps reduce the influence of this threat to some degree. In

the future, we will extend our study to more recent benchmarks,

such as GitBug-Java [66].

5 IMPLICATIONS

Based on our findings from the study, we summarize a series of im-

plications, which could suggest better practice of leveraging LLMs

in unit test generation.
1© Tuning prompt design (including both description

styles and code features) for a given LLM is important. As

shown in Section 3.1, both description styles and code features sig-

nificantly affect the effectiveness of LLM-based unit test genera-

tion. Improper prompts can even decrease effectiveness in terms

of both CSR and test coverage. This suggests that, for a given LLM,
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it is necessary to perform preliminary experiments to determine

an optimal prompt for unit test generation.
2© Removing useless information from code features

helps balance prompt content and space for generating unit

tests. According to Section 3.1, there is a trade-off between incor-

porating more information and leaving sufficient space for gener-

ating unit tests, particularly for ��< . Directly removing ��< is

somewhat coarse-grained and may result in the loss of necessary

information for constructing valid unit tests. Therefore, conduct-

ing static analysis to remove the methods in ��< that do not have

dependencies to the focal method is a promising method to achieve

this balance.
3© Empirically selecting a proper LLM is necessary, in-

stead of relying on the best LLM according to experience in

other tasks. As shown in Section 3.2, larger-scale LLMs gener-

ally perform better than smaller-scale ones, a conclusion consis-

tent across unit test generation and other code-related tasks. How-

ever, for LLMs with similar scales, the best one may vary depend-

ing on the specific task. This variability arises because open-source

LLMs are based on different foundation models and fine-tuned on

different datasets, thus exhibiting different capabilities across var-

ious tasks. Therefore, to generate high-quality tests, it is crucial to

evaluate several LLMs rather than simply using the one deemed

best in other tasks.
4© Refining the use of ICL methods specific to unit test

generation is essential. As shown in Section 3.3, the effective-

ness of CoT varies due to different LLMs’ code comprehension

abilities, which significantly affects their understanding of focal

methods and, consequently, the effectiveness of unit test genera-

tion. Specifically, applying CoT to LLMs with weak code compre-

hension abilities can even decrease test coverage. Therefore, it is

advisable to conduct preliminary studies to determine if employ-

ing CoT benefits the given LLM. Additionally, the existing RAG

method used in code generation is ineffective for unit test gener-

ation, primarily due to the significant gap between retrieved unit

tests and those generated by LLMs. This highlights the necessity of

constructing a high-quality retrieval database specific to unit test

generation.
5©Designing post-processing strategies to fix invalid unit

tests can help mitigate the influence of LLMs’ hallucination.

Our study reveals that a significant percentage of unit tests gen-

erated by LLMs cannot be compiled successfully, thereby limiting

their effectiveness in terms of both test coverage and defect de-

tection. We analyzed the major error types for these invalid unit

tests caused by LLMs’ hallucination, and found that it is possi-

ble to design post-processing rules to fix these errors. For exam-

ple, extracting the class inheritance relationship can help address

abstract instantiation errors. Additionally, we can follow existing

methods [81, 83] to instruct LLMs to fix these errors by feeding

error messages back to them.
6© Designing mutation strategies for the inputs speci-

fied in LLM-generated unit tests is helpful in improving de-

fect detection ability. As demonstrated in Section 3.4, many de-

tectable defects remain undiscovered by valid unit tests generated

by LLMs due to the absence of specific defect-triggering inputs.

This is understandable as LLMs tend to produce more common

inputs, given their inherent characteristics. Therefore, it could be

promising to design mutation strategies to transform a generated

unit test into a mutated one that includes the defect-triggering in-

put. Such mutation strategies could involve (1) mutating an input

to its boundary value, and (2) mutating an input to a value found

in historically defect-triggering tests, which can be obtained from

bug repositories.
7© Supervised fine-tuning (SFT) of open-source LLMs by

incorporating unit test generation data may fundamentally

improve effectiveness. The overall effectiveness of directly ap-

plying existing open-source LLMs to the task of unit test gener-

ation is unsatisfactory based on our results. This deficiency may

stem from these LLMs’ limited knowledge acquisition regarding

this task during the pre-training process. Therefore, conducting

SFT specific to the task of unit test generation could be beneficial,

representing a promising direction alongside the construction of a

high-quality corpus tailored to this task.

6 RELATED WORK

Unit Test Generation. In the literature, a significant body of re-

search has been dedicated to the development of automated unit

test generation techniques [7, 9, 12, 39, 63, 65, 70, 81, 83]. They can

be divided into twomain categories: traditional techniques and DL-

based techniques.

Traditional techniques adopted a variety of methods to solve

this problem, including symbolic execution [58, 80], search-based

optimization [17], model checking [15, 18]. For instance, one of the

most influential unit test generation techniques, i.e., Evosuite [17],

treats this problem as a search problem and leverages the evolu-

tionary search algorithm to find the tests achieving high code cov-

erage. Although they can generate unit tests with reasonable cov-

erage, they often lack readability and maintainability compared to

manually written ones. As a result, it is challenging for developers

to use these automatically generated tests in practice directly.

DL-based techniques exploited the power of pre-trained lan-

guage models to unit test generation. They often treat this prob-

lem as a neural machine translation problem, which inputs the

target methods and outputs the unit tests. For instance, Tufano

et al. [70] proposed AthenaTest, which leverages the pre-trained

BART Transformer [36] to generate unit tests about the given

methods. However, the early techniques used smaller general-

purpose pre-trained language models, thereby limiting their effec-

tiveness.

Recently, with the huge impact of ChatGPT, researchers ex-

plored the effectiveness of LLMs in generating unit tests. Specif-

ically, Zhang et al. [83] proposed Chattester that iteratively gen-

erates unit tests based on conversations with ChatGPT. Lemieux

et al. [34] proposed CODAMOSA that combines evolutionary

search with CodeX [10] by exploiting code understanding abil-

ity of CodeX to overcome the low rate of generating coverage-

improving tests with traditional methods. Li et al. [40] proposed

using the subtle differences between fixed and buggy code ver-

sions to guide ChatGPT to generate failure-inducing tests. These

LLM-based techniques show significant superiority over earlier

DL-based ones. However, they are all based on closed-source LLMs,

resulting in a lack of transparency and reproducibility. Particularly,
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it is still unclear how recent open-source LLMs perform in unit test

generation.

Empirical Study on evaluating LLMs in Code-Related Tasks.

With the rapid development in LLMs, there are multiple studies in-

vestigating the effectiveness of LLMs in code-related tasks [14, 19,

23, 41, 42, 46, 48–51, 56, 67, 71, 78]. In particular, there are some em-

pirical studies on LLM-based unit test generation [12, 62, 65, 81, 83].

For example, Yuan et al. [83] investigated the effectiveness of Chat-

GPT and proposed ChatTester by employing CoT for unit test gen-

eration. Xie et al. [81] proposed and evaluated ChatUniTest by em-

ploying the feedback-based generation process with ChatGPT. Sid-

diq et al. [65] investigated the effectiveness of GPT-3.5 and Codex

in unit test generation. Schafer et al. [62] proposed TestPilot, which

incorporates API documentation and GPT-3.5 for unit test genera-

tion.

However, these existing studies mostly relied on fixed prompt-

ing strategies based on closed-source LLMs, neglecting the power

of advanced open-source LLMs and the influence of various

prompting factors (such as prompt design and ICL methods). In

our study, we focus on open-source LLMs with extensive consider-

ation of these factors, and performed the first study to demonstrate

their effectiveness. Our findings provide a series of actionable sug-

gestions to LLM-based unit test generation.

Furthermore, there are some empirical studies on evaluating

LLMs in addressing other code-related tasks. For example, Du et

al. [14] conducted experiments to investigate the effectiveness of

LLMs in class-level code generation. Nam et al. [50] compared the

code understanding ability of LLMs when using them to help de-

velopers understand the project. Sun et al. [67] conducted exper-

iments to investigate the effectiveness of ChatGPT in code sum-

marization. Facundo et al. [49] summarized three types of oracles

and threats that arise from automatically generating oracles using

LLMs. Xia et al. [78] conducted experiments on LLMs to investigate

their effectiveness in automated program repair. Niu et al. [51] con-

ducted a comprehensive investigation on the effectiveness of pre-

trained models in six code-related tasks. Different from them, our

work targets the task of unit test generation.

7 CONCLUSION

This work conducted an comprehensive evaluation of five open-

source LLMs for unit test generation. We investigated several as-

pects: the influence of different prompt designs, the comparison

effectiveness among open-source LLMs, the commercial closed-

source LLM (i.e., GPT-4) and the traditional method (i.e., Evosuite),

the influence of in-context learning on LLM-based unit tests gener-

ation, and the defect detection ability of LLM-generated unit tests.

Our findings first point out that prompt design is crucial to the

effectiveness of LLMs in unit test generation, and suggest that it

is better to align the description style with the training data and

choose code features considering the LLMs’ code comprehension

ability and the prompt length. Second, our results indicate that the

conclusions drawn from other tasks do not necessarily general-

ize to unit test generation, especially in identifying the best open-

source LLM specific to the task. However, all studied LLMs (includ-

ing the best GPT-4) still underperform Evosuite, primarily due to

the significant percentage of invalid tests caused by hallucination.

Our further analysis suggests that effective post-processing could

help mitigate this problem. Third, we found that directly adapting

ICL techniques from other tasks does not improve the effectiveness

of unit tests generation, requiring special design for the use of ICL

methods according to the characteristics of the task. Finally, we

found that the defect detection ability of LLM-generated unit tests

is limited, primarily due to their low syntactic validity and the lack

of specific input for triggering the defects. Our analysis indicates

that designing effective mutation strategies for the inputs could

further improve the defect detection effectiveness.
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