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Abstract

A vast amount of information is available on the
Internet, and naturally, many information gath-
ering tools have been developed. Several search
engines with different characteristics, such as Al-
taVista, Lycos, Infoseek, and others are available.
However, the web information retrieval technol-
ogy is still in its infancy, and there is need for
considerable improvement. Some inherent diffi-
culties are: (1) the web information is diverse
and highly unstructured, (2) the size of informa-
tion is large and it grows at an exponential rate,
and (3) the current search engine technology is
still rudimentary. While the first two issues are
more profound and require long term solutions,
it may be possible to develop software around
the search engines to improve the quality of the
information retrieved. In this paper we present
a natural language interface system to a search
engine and discuss some of the results obtained.

Introduction

A main problem with the current search engines is
the large volume of documents extracted as a result
of broad, general queries, and the luck of output pro-
duced to specific, narrow questions (Selberg and Et-
zioni 1995), (Zorn, Emanoil and Marshall 1996). A
simple query can return anywhere from none to sev-
eral million documents. This is called the precision or
the relevance problem. In information retrieval, the
precision is defined as the ratio between the number of
relevant documents retrieved over the total number of
documents retrieved.

The search engines identify documents by matching
words or combination of words to document contents.
AltaVista (Altavista) is one of the best known search
engines that automatically tracks each word on each
web page that it can find, down-loads the page and
builds an index. Often, the boolean operators AND
and OR are too week to identify relevant documents;
that is, while many documents may be identified, the
top ranked ones are not relevant to that query. On
the other hand, the NEAR operator is too restrictive
and excludes useful documents. Thus, short of using

a more sophisticated natural language processing of
documents, an area of improvement may be to design
new retrieval operators that retain more relevant docu-
ments. A possible approach along this direction is still
to use the existent search engines, which were devel-
oped with great efforts, and to post-process the set of
documents produced to a query.

Another aspect that needs attention is to bridge the
gap between the human questions and the simple query
format that search engines take. When we want infor-
mation, we think in terms of questions that are far
more complex than simple words or combinations of
words currently accepted by the search engines. One

may ask:

Q1: ‘‘Who were the US Presidents of the
last century?’’ , or

Q2: ‘‘I want to know who was the 10th

President of the United States, his religiomn
and where was he borne’’.

This calls for a natural language interface that trans-
forms sentences into queries with boolean operators
currently accepted by the search engines. For many
applications, such an interface does not have to per-
form a complex parsing and a deep semantic analysis
of the input sentence. It may be sufficient to recognize
the main concepts by performing a shallow linguistic
processing. However, one thing that is highly beneficial
is to search not only for the words that occur in the in-
put sentence, but to create similarity lists with words
from on-line dictionaries that have the same meaning
as the input words. This can significantly broaden the
web search. While it may seem counterproductive to
our effort of filtering the documents, by broadening
the search we increase the recall, defined as the ratio
between the number of relevant documents extracted
over the total number of relevant documents in the
database.

In this paper we examine some of the benefits of us-
ing Natural Language Processing in conjunction with
WordNet, an on-line lexical database developed at
Princeton University (Miller 1995), to improve the
quality of the results. Specifically, the paper describes
a system that addresses two issues: (1) translates a



natural language question or sentence into several sim-
ple queries, and (2) processes the documents fetched
by the search engines to filter them and extracts the
paragraphs that render relevant information. The first
step is intended to increase the recall while the second
one increases the precision.

System architecture

The system architecture is shown in Figure 1. An in-
put query or sentence expressed in English is first pre-
sented to the lexical processing module that extracts
the keywords from the sentence. The query formation
module uses these keywords to form queries that are
sent to one or more search engines. The documents
fetched by the search engines are filtered with the help
of some new operators.
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Figure 1: System organization

Lexical processing

This module has been adopted from an information
extraction system developed by us for the MUC com-
petition (Moldovan et al. 1993). First the sentence
boundaries are located. It then places part of speech
tags on words by using a version of Brill’s tagger (Brill
1992) in conjunction with WordNet. It also contains
a phrase parser that segments each sentence into con-
stituent noun and verb phrases and recognizes the head
words. After the elimination of conjunctions, preposi-
tions, pronouns and modal verbs we are left with some
keywords x; that represent the important concepts of
the input sentence.

WordNet

The WordNet lexical dictionary developed at Prince-
ton University (Miller 1995) is used for part of speech
tagging and word sense disambiguation. WordNet 1.6
contains 126,520 English words grouped into 91,595
synonym sets, called synsets. Words and synsets are

connected by 391,885 lexico-semantic relations, mak-
ing WordNet a useful resource for natural language
processing.

For example, WordNet lists the concept {cat,
true cat} with the gloss: (feline mammal usually
having thick soft fur and being unable to
roar; domestic cats; wildcats). From our world
experience, we realize that this definition does not
cover all we know about cats. WordNet provides ad-
ditional information about the concept {cat, true
cat} by its hypernymes and their glosses and also
by the glosses of other concepts that use {cat, true
cat} as a defining concept. Examples of these are:
{mouser}, gloss: (a cat proficient at mousing)
{meow, mew,miaou, miaow}, gloss: (the sound made
by a cat)

{caterwaul}, gloss: (the yowling sound made by a
cat in heat)

{pur}, gloss: (a low vibrating sound typical of
a contented cat).

In WordNet the concept {cat, true cat} isrelated
to 215 other concepts (10 from its gloss, 38 from the
glosses of its hypernyms, 25 concepts that use it in
their glosses as a defining concept plus 142 concepts
with which the concept interacts in these 25 glosses).
This information is semantically rich enough to pre-
sume that WordNet can act as a powerful knowledge
base for information extraction.

Word-sense disambiguation

Our idea for word sense disambiguation is to use Word-
Net to determine the possible association between
words. In WordNet each concept has a gloss, an ex-
planation in English of the meaning of that concept.
Given a pair of words, the algorithm identifies the most
likely combinations of their senses by measuring the
conceptual distance between them. The conceptual
distance is determined by counting the number of com-
mon words that are semantically associated with the
senses of the two words in the pair. (Li, Szpakovicz and
Matwin 1995) and others have demonstrated that it is
possible to use machine readable dictionaries instead
of large corpora to gather statistics for the senses of
noun-verb pairs. We have tested our disambiguation
method against the semantic annotations from Sem-
Cor, and the results showed that in 80% of the cases
the correct result as indicated by SemCor was in the
top four choices of the ranked list of possible pairs of
the two words senses (for polycemous words many com-
binations are possible). These results are described in

(Mihalcea and Moldovan 1998).

An example

The system operation is presented below with the help
of an example. Suppose one wants to find the answer to
the question: ¢‘How much tax an average salary
person pays in the United States?’’ This ques-
tion is ambiguous since the word tax is too broad for



such a specific question. With the help of WordNet,
the system asks back the user to select from the hy-
ponyms of concept tax (concepts that are more spe-
cific and subsumed by concept tax). The choices are:
single tax, income tax, capital gains tax,
capital levy, inheritance tax, estate tax,
death tax, death duty, direct tax, indirect
tax, capitation, rate, stamp tax, stamp
duty, surtax, supertax, pavage, special
assessment, duty, tariff, excise, excise
tax, gasoline tax.

The user clicks on income tax and the new ques-

tion becomes: ¢‘How much income tax an average
salary person pays in the United
States?’’ The linguistic processing module identi-

fied the following keywords:
21 =(income tax), pos = noun, sense #1/1
zy =(average), pos = adjective, sense #4/5
z3 =(salary), pos = noun, sense #1/1

=(the United States), pos = noun, sense #1/2
x5 =(person), pos = noun, sense #1/3
ze =(pays), pos = verb, sense #1/7
In the notation above “pos” means part of speech, and
the sense number indicates the actual WordNet sense
that resulted from the disambiguation out of all possi-
ble senses in WordNet. For instance adjective average
has 5 senses and the system picked sense #4. Note that
the senses of words in WordNet are ranked in the order
of their utilization frequency in a large corpora.

Query formulation

The two main functions performed by this module are:
1) the construction of similarity lists using WordNet,
and 2) the actual query formation.

Once we know the sense of each word in the input
sentence, it is relatively easy to use the rich semantic
information contained in WordNet to identify many
other words that are semantically similar to a given
input word. By doing this we increase the chance of
finding more answers to input queries. WordNet can
provide semantic similarity between concepts at vari-
ous levels. Here are three levels that may be considered
in descending order of interest.

Level 1. Words are semantically similar if they be-
long to the same synset.

Level 2. Words that express concepts linked
by semantic relations; i.e. hyponymy/ hypernymy,
meronymy/ holonymy and entailment.

Level 3. Words that belong to sibling concepts;
namely concepts that are subsumed by the same con-
cept.

Let’s denote with x; the words of a question or sen-
tence, and with W; the similarity lists provided by
WordNet for each word z;. In our example consid-
ering only Level 1 similarity, and only the first four
keywords, WordNet provides:

W1 = {income tax}
W, = {average, intermediate, medium, middle}

Ws = {salary, wage, pay, earnings, remuneration}

W, = {United States, United States of America,
America, US, U.S., USA, U.S.A.}

These lists are used to formulate queries for the
search engine. As we will see, the operators available
today for the search engines are not adequate to pro-
vide the desired answers in most of the cases. Table 1
shows some queries and the number of documents pro-
vided by AltaVista, considered to be one of the search
engines with the most powerful set of operators avail-
able today.

Number of

Query documents

1 | W1 AND W, AND W3 AND W, 15,464
2 | Wi AND (W, NEAR W) AND W, 3,217
3 | W1 NEAR (W, NEAR W3) AND W, 803
4 | W7, NEAR W, NEAR W; NEAR W, 0
5 | Wi AND {average W3} AND W, 1752
6 | W1 AND {average W3} NEAR W, 1 (no)
7 | W1 NEAR {average W3} NEAR W, 0

Table 1: Queries with various combinations of opera-
tors

The ranking provided by the Alta Vista is of no use
for us here. None of the leading documents in any
category provides the desired information. The only
document fetched by Query 6 is equally irrelevant:

...Instead, their plans would shift more of the total tax
burden on to labor, taxing capital once under a business
tax, and taxing wages and salaries twice under both the
income tax and the payroll tax. Middle-class Americans
have to pay more under such a system, and wealthy people
much less....

...The average taxpayer must work 86 days to pay all fed-
eral taxes, and must work 36 days just to pay his or her
federal income tax. The average American must work 2
hours and 49 minutes every working day to pay all their

An analysis of the results in table above indicates
that there is a gap in the volume of documents re-
trieved with the Alta Vista operators. For instance
using only the AND operator (Query 1) 15,464 docu-
ments were obtained, but the NEAR operator (Query
4) produced no output. This operator seems to be too
restrictive, while it fails to identify the right answer.
Various combinations of AND and NEAR operators
were tried, as indicated by the table above with no
great results.

The conclusion so far is that the documents con-
taining the answers, if any, must be among the large
number of documents provided by the AND operators.
However, the search engines failed to rank them in the
top of the list. Thus, we sought to find new operators
that filtered out many of the irrelevant texts.



Question

[AND z; | NEAR z; | AND w;

[ NEAR w; || PARAGRAPH w; | SENTENCE w; |

Where is the name ABBA 1381 0 1964 0 1 1
coming from? no no yes yes
What is the frequency 18687 0 44530 2 1 0
used for electronic pro- no no 1 yes yes

ducts in the United States?

Who suggested for the 45387 0 85785 0 26 0
first time that the Earth no no 3 yes

moves around the Sun?

What is the meaning of 28 0 97 4 6 0
the harp symbol on the no no 2 yes 2 yes

Guinness merchandise?

How much tax an average 8819 0 15464 0 1 0
salary person pays in no no yes

the United States?

Table 2: Sumary of results

Storage of documents

The program sends a query to AltaVista and takes the
URL addresses of the first 1000 documents that match
the query (this is a current limitation of AltaVista).
The documents are down-loaded and processed. The
HTML tags are removed and the documents loaded on
the disk as text files.

New operators

Our approach to filtering documents is to first search
the Internet using weak operators (AND, OR) and then
to further search this large number of documents using
more powerful operators. For this second phase, we
propose the following additional operators:

PARAGRAPH n (... similarity lists ... )

The PARAGRAPH operator searches like an AND op-
erator for the words in the similarity lists with the
constraint that the words belong only to some n para-
graphs. The rationale is that most likely the infor-
mation requested is found in a few paragraphs rather
than being dispersed over an entire document. A sim-
ilar idea can be found in (Callan 1994).

SENTENCE n (... similarity lists ... )

The SENTENCE operator searches like an AND op-
erator for the words in the similarity lists with the
constraint that the words belong to a sentence. The
answers to many queries are found in single, sometimes
complex sentences.

SEQUENCE (WizWaz...W,)

where  is a numeric variable that indicates the dis-
tance between the words in the W lists for which the
search is done. The SEQUENCE operator imposes a
more flexible NEAR search, but it requires that the
sequence of the words in the similarity list be main-
tained as specified. Of course, combinations of these
operators are possible.

Using the PARAGRAPH operator for the example
above, the system found a relevant answer:

In 1910, American workers paid no income tax. In 1995,
a worker earning an average wage of $26,000 pays about

24% (about $6,000) in income taxes. The average American
worker’s pay has risen greatly since 1910. Then, the average
worker earned about $600 per year. Today, the figure is
$26,000.

Evaluation of Results

The system has been tested on five randomly selected
questions. Table 2 summarizes our results. The
AND z; column indicates the number of documents
extracted by AltaVista when only AND operator was
applied to input words z;. Interestingly, no relevant
answers were found in the top ten documents in any of
these searches. Using only the NEAR operator applied
to input words z; produced no result in any case.

By replacing the words z; with their similarity lists
derived from WordNet, the number of documents re-
trieved was increased, as expected. Also, no relevant
documents were found in the top ten ranked docu-
ments in any of the searches. However, by applying
the NEAR operator to words in the similarity lists rel-
evant answers were found for two questions.

The next column contains the number of documents
extracted when the new operator PARAGRAPH 2
(meaning two consecutive paragraphs) was applied to
words from the similarity lists. The results were en-
couraging. The number of documents retrieved was
small and correct answers were found in all cases. The
number near “yes” indicates how many documents con-
tained the desired answer in each case. The last column
shows that the operator SENTENCE was two restric-
tive, producing corect answer in only one out of five
cases.

Conclusions

This paper has introduced the idea of using WordNet
to extend the search based on semantic similarity. The
example clearly shows that without this it was not pos-
sible to find an answer. Then, we have introduced some
new operators that fill the gap between the operators
currently used by the search engines.



The broad use of natural language queries in infor-
mation retrieval is still beyond the capabilities of cur-
rent natural language technology. Machine readable
dictionaries, such as WordNet, prove to be useful tools
to web search. However, their use for the Internet has
been limited so far (Allen 1997), (Hearst, Karger and
Pedersen 1995), (Katz 1997).

There are several other posible ways of improving
the web search not discussed in this paper. One such a
possibility is to index words by their WordNet senses.
This of course implies some on-line word-sense disam-
biguation of documents which may be possible in not
too distant future. Semantic indexing has the poten-
tial of improving the ranking of search results, as well
as to allow information extraction of objects and their
relationships (Pustejovsky et al. 1997).

Another way to improve the web search is to use
compound nouns or collocations. In WordNet there
are thousands of groups of words such as blue color
worker, stock market, etc , that point to their respec-
tive concept. Each compound noun is better indexed
as one term. This reduces the storage space for the
search engine and may increase the precision.
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