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Abstract

In this paper, we address the problems of automatically
selecting unroll factors for perfectly nested loops, and gener-
ating compact code for the selected unroll factors. Compared
to past work, the contributions of our work include a) a more
detailed cost model that includes ILP and I-cache consid-
erations, b) a new code generation algorithm for unrolling
nested loops that generates more compact code (with fewer
remainder locps) than the unroll-and-jam transformation,
and ¢) a new algerithm for efficiently enumerating feasible
unroll vectors.

Our experimental results confirm the wide applicability
of our approach by showing a 2.2 X speedup on matrix multi-
ply, and an average 1.08 X speedup on seven of the SPEC95fp
benchmarks (with a 1.2x speedup for two benchmarks).
These speedups are significant because the baseline compiler
used for comparison is the IBM XL Fortran product com-
piler which generates high quality code with unrolling and
software pipelining of innermost loops enabled. Larger per-
formance improvements due to unrolling of nested loops can
be expected on processors that have larger numbers of regis-
ters and larger degrees of instruction-level parallelism than
the processor used for our measurements {PowerPC 604).

1 Introduction

Loop unrolling [2] is a well known program transformation
that has been used in optimizing compilers for over three
decades. In addition to its use in compilers, many software
libraries for matrix computations contain loops that have
been hand-wnrolled for improved performance {11]. The
original motivation for loop unrclling was to reduce the
(amortized) increment-and-test overhead for loop iterations.
For modern processors, the primary benefits of loop un-
rolling include increased instruction-level parallelism (ILP),
improved register locality (“register tiling”), and improved
memory hierarchy locality [13, 3, 8]. Loop unrolling is also
essential for effective exploitation of some newer hardware
features e.g., for uncovering opportunities for generating
dual-load/dual-store instructions [1], and for amortizing the
overhead of a single prefetch instruction across multiple load
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or store instructions [16, 4).

However, it has been observed that loop unrolling can
also have a negative effect on a program’s performance when
it is not used judiciously. For example, excessive unrolling
can lead to run-time performance degradation due to extra
register spills when the working set (“register pressure”) of
the unrolled loop body exceeds the number of available regis-
ters [7]. Another concern is with the code size of the unrolled
loop, which can overflow a small first-level instruction-cache
if loop unrolling is performed too aggressively [10]. Apart
from creating a large unrolled loop body, additional loops
have to be introduced to correctly handle cases where the
unroll factor does not evenly divide the number of iterations.
These remainder loops substantially increase the compile-
time for the transformed code and the size of the final object
code, even though only s small fraction of the program’s
execution time is spent in these remainder loops.

Most industry-strength compilers (inchiding the optimiz-
ing back-end of the XL Fortran compiler, which is the base-
line for our performance measurements) perform software
pipelining and Yimited unroling of innermost loops. How-
ever, unrolling of perfecily nestéd loops (as in the unroll-and-
jam transformation [2, 5]) is performed less frequently (and
with greater caution} because of its potential for increased
overhead due to increases in run-time, compile-time or code
size.

In this paper, we address the problems of automatically
selecting unroll factors for a set of perfectly nested loops,
and generating compact code for the selected unroll fac-
tors as as to make it a practical transformation for use by
industry-strength compilers. Compared to past work, the
contributions of cur work include a) a more detailed cost
model that ineludes ILP and I-cache considerations, b) a
new code generation algorithm for unrolling nested loops
that generates more compact code (with fewer remainder
loops) than the unroli-and-jam transformation, and ¢) a new
algorithm for efficiently enumerating feasible unroll vectors.

The problem of automatically selecting unrell factors
for nested loops has been addressed in past work by Carr
and Kennedy [7} and more recently by Carr and Guan [6].
For loop kernels, their results are impressive and make a
convincing case for leaving the task of selecting unroll factors
to the compiler rather than the programmer. However,
thejr results for full applications are less convincing -— no
tesults were reported. for applications n [6], and for the 10
applications considered in [7] from the SPEC92, Perfect and
RiCEPS benchmark suites, the average speedup obtained
was 1.04x on an RS/6000 model 540.

The algorithm used in [7) was based on the use of input


http://crossmark.crossref.org/dialog/?doi=10.1145%2F335231.335246&domain=pdf&date_stamp=2000-05-08

dependences [17], whereas the approach in [6] was based
on using the reuse model from {25] and its associated lin-
ear algebra framework. Qur solution (which wes developed
independently' of these past approaches) has a different
technical foundation based on using cost models that are
both more detailed and more efficient to compute than the
cost models used in previous work. Our current performance
results on a PowerPC 604 processor show an average 1.08x
speedup on seven of the SPECY5fp benchmarks (with a
1.2x speedup for two benchmarks). The only benchmark
commeon to {7} and to our results is the SPEC benchmark,
tomcatv. For tomeatv, the speedup due to unroll-and-jam
(and scalar replacement} reported in [7] was only 1.01x,
whereas the speedup for tomcatv obtained using our ap-
proach was 1.23x.

The rest of the paper is organized as follows. Section 2
describes our approach to antomatic selection of unroll fac-
tors for a sat of perfectly nested loops. Section 3 describes
bow we generate code for a specified unroll vecior; this
algorithm generates code that is more compact than the
code generated by the unroll-and-jam transformation. Sec-
tion 4 contains our experimental results. Section § discusses
related work, and Section 6 contains our conclusions. Ap-
pendix A contains an example to illustrate the compactness
of the code generation obtained by our approach, compared
to that of the unroll-and-jam transformation.

2 Automatic Selection of Unroll Factars

This section describes our approach to automatic selection
of unroll factors for a set of perfectly nested loops. Sec-
tion 2.1 reviews the unroll-and-jam transformation. Sec-
tion 2.2 formalizes selection of unroll factors for multiple
perfectly nested loops as an optimization problem. Sec-
tion 2.3 introduces our cost function for estimating the cost
of an unrolled loop nest for a given vector of unroll factors,
and capacity cost functions to model register set and I[-
cache constraints. Section 2.4 outlines our algorithm for
efficiently enumerating feasible unroll vectors and selecting
a feasible unroll vector that has lowest cost. Section 2.5 uses
a matrix multiply computation as an example to illustrate
our approach for automatically selecting unroll factors.

The program model assumed in our work is as follows. A
loop is a candidate for unrolling if it is &8 counted loop with
no premature exits e.g., Fortran DO loops, or special cases
of for loaps in C and Jave. Unlike some prior work on loap
unrolling, we allow the lower bound, upper bound, and step
expressions to have arbitrary (positive or negative) integer
values that may be unknown at compile-time. We also
permit general {structured or unstructured) acyclic control
flow within a single iteration of the loop nest.

2.1 Unaroll-and-Jam

Consider a perfect nest of two loops, i1 and i2, as shown in
Figure 1, and assume we wish to unroll only the outer loop
by a factor of R. The first step in Figure 1 shows the result
of a mechanical unrolling of the outer il loop by an unroll
factor of R. {For convenience, we use the standard Forfran
lower-bound, upper-bound, step triple notation to describe
loops that have non-unit step values.)

However, the cutput of the first step in Figure 1 isnot in
a useful form for enabling code optimization becauvse of the

1The origins of our work li¢ in the ASTI optimizer built during
1991-1993 for adding high level transformations to the XL Fortran
product compilers [20].

STEP 1: Unroll the outer ii Joop

! INPUT LOOP NEST
DO i1 = lol,hil
DD i2 = 1o02,hi2

! UNROLLED LOOP
DO i1 = leoi,hi1l~(R-1),R
DD i2 = lo2,hi2

BODY(il,i2) BODY(i1,i2)
END DO END B0
EED TD

DO i2 = lo2,hi2
BODY (i1+R~1,i2)
E¥D DO
END DO

Unroll cuter
loop R times

¢ REMAINDER LODP
DO i1 = i1,hi,1
DO 12 = lo2,hi2
BODY(il,i2)
E¥D DO
END DO

STEP 2: Fuse/jam multiple copies of imner i2 loop

-

! UNROLLED LDOP
D0 il = 1lol,hi1-(R-1),R
D8 i2 = 1o02,hi2

! UFROLLED LD&P
' (AFTER FUSION)
DO il = lol,hil-(R-1),R

BODY(i1,i2) B0 12 = 1l02,hi2
EFD DD Fuse i2 loops BODY(i1,i2)
. .  emeeeecscascee—e- > c e
D8 i2 = lo2,hi2 BODY(i1+R~1,i2)
BODY{i1+R~1,i2) END DD
END DO EBD DD
EFND PD

! REMAINDER LGOP

')

! REMATNDER LGOP (UNCHBANGED)

Figure 1: Unrolling of cuter loop in a nest of two counted
laops (Unroll-and-Jam)

multiple copies of the inner i2 loop present after unrolling
the i1 loop. The performance benefits due to unrolling are
realized when the multiple copies of the i2 loop are fused
together as shown in step 2 of Figure 1 (the remainder loop
is unaffected by this Joop fusion step). As described in Sec-
tion 3, this two-step unroll-and-jam sequence is performed
as a single transformation in our framework.

Unlike unrolling  single loop, unrolling of multiple loops
is not always legal. The first unroll step can always be
performed, but data dependences may prevent the second
fusion (“jam”) step from being performed. Complex (non-
linear) loop bounds may also make it illegal to perform a
loop unrolling transformation. In a classical unroll-and-jam
transformation, it is the responsibility of the fusion step te
recognize when an illegal unrolling transformation is being
attempted on a loop nest. However, the legality condition
for unrolling multiple loops is equivalent to that of tiling {26)
i.e., given a set of k perfectly nested loaps ;,...,1x, it is
legal to unroll outer loop t; if it is legal to permute loop
i; to the innermost position. In fact, unrolling of multiple
loops can be viewed as dividing the iteration space into small
tiles. However, the iterations in an unrolled “tile” execute
copies of the loop body that have been expanded (unrolled)
in place, rather than executing inner control loops as in tiing
for cache locality.

The transformation in Figure 1 demonstrates how un-
rolling can be performed on a doubly nested loop with unrcll
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vector (R,1) i.e., an unroll factor of R for the outer loop
and an unroll factor of 1 (no unroiling} for the inner loop.
However, the framework presented in this paper can be used
to generate code for any unrolling transformation specified
by an arbitrary unroll vector for a set of perfectly nested
loops.

2.2 Problem Statement

Consider a set of k perfectly nested Joops with index vari-
ables, 11,...,ix. The perfect loop nest may have been writ-
ten by a programmer or obtained as a result of compiler
transformations such as loop distribution [26, 20]. An un-
rolling transformation can be specified by an unroll vector,
(UF,,UFE,. ..}, which identifies an unroll factor, UF;, for
each loop j.

Figure 2 outlines the structure of the unrolled loop nest
that would be obtained from 2 given unroll vector. (For
simplicity, remainder loops are not shown in this code struc-
ture.) Note that the unrolled loop body contains UF x
UF; % ... copies of the input loop body; each copy of BODY
is instantjated for a different tuple of index value taken from
the Cartesian product,

{21,...,% +UF1—1} X ...0% {ik,...,ik-l'UFk“l}.

The optimization problem that we are interested in solv-
ing is to find an unroll vector, (UFY?*, ... UF**), such that

1. Each unroll factor, UF{" is an integer in the range,
1...UF™? where UFmaz = (UF™e=,.. . UF)is

the mazimum unroll vector for the loop nest,

. The unroll vector.identifies a legal unrolling transfor-
mation,

. The amortized number of register spills per original
iteration in the unrolled body does not exceed the
number of register spills in the origipal loop body,

. The unrolled loop body fits in the instruction cache,
and

. The estimated cost of the unroll configuration is min-
imized. (If multiple unroll vectors have the same es-
timated cost, then choose a vector with the smallest
total unroll factor, UF} x ...UFk as the solution.)

Conditions 1 and 2 are requirements imposed on a le-
gal unrolling transformation. To enforce Condition 2, we
identify non-innermost loops that cannot be permutedto the
inpermost position in the input loop nest due to dependence
constraints or constraints on loop bounds {22]. For each
such loop, 1, we set UF!™%® = 1 to ensure that loop ¢ iz not
unrolled. For other loops, j, we set UF™® = maximum
number of iterations for loop j, using an estimated value
when the number is unknown.

Conditions 3 and 4 are capactty constraints. Condition 3
ensures that loop unrolling does not cause extra register
spills, and Condition 4 ensures that loop unroling will (most
likely) not lead to extra I-cache misses. Our experience
is that Condition 3 is usually more tightly binding than
Condition 4 i.e., ensuring no increase in register spills is
usvally sufficient to ensure that there is no increase in I-
cache misses.

In general, enforcing Condition 3 requires detailed knowl-
edge of the register allocation algorithm used by the back-
end. For simplicity, our current solution to modeling Con-
dition 3 is to ensure that the maximum numbers of fixed-
peint and Hoating-pointing values in the unrolled loop that
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! UNRGLLED LOOP
po it lot,hil~{UF1-1),UF1
DO i2 = lo2,hi2-(UF2-1),UF2

! INPUT LOOP
DO i1 = loi,hil . e s
D8 i2 = lo2,hi2 BODY(i1,i2,...)

BODY(il1,i2,...} BODY (il+UF1~1,i2,...}

——>
C. BODY(i1,324+1,...)
END DO ..
EED DO BODY (ii+UF1-1,i2+1,...)
END DG
ERD DO

! REMAINDER LOOPS

Figure 2: General unrolling of multiple nested loops

may be simulieneously live are bounded by the numbers of
available fixed-point and floating-point registers respectively
(see Section 2.3). This max computation is conservatively
large — it assumes that two values may be simultanecusly
live if there exists some legal instruction reordering for which
they would be simultanecusly live (even if the values are
not simultanecusly live in the original instruction order-
ing). While this approximation may unnecessarily limit the
amount of unrolling permitted, it ensures that any software
pipelining or instruction scheduling performed by the back-
end will not introduce additional spills.
Condition 5 is the objective funciion to be minimized.

2.3 Cost Function

In this section, we define an objective function F{UU/F:,...,UF:)
that evaluates the cost of a given unroll vector, (UF:, ..., UFx),
for a perfect mest of k loops. (A simpler version of this
cost function was presented in [26].) Having an explicit cost
function simplifies the unrolling optimization and makes it
convenient to retarget the optimization to different proces-
sor architectures or different models of the same processor
architecture.

In our approach, the compiler builds the following sym-
bolic cost functions based on the data references in: the loop
nest. All functions take unroll factors as arguments and re-
turn estimated values for the unrolled loop body that would
be generated by a TR % ... x U Fi uproll transformation of
the input loop nest:

o IR(UF,,...,UFy) = number of distinct Integer Reg-
ister (fixed-point) values in unrolled loop bady.

e FR(UFR,,...,UF:)=number of distinct Floating-point
Register values in unrolled loop bedy. /R and FR are
computed by using the approach in [12, 20] for esti-
mating the number of distinct array elements accessed
in a loop nest. This approach avoids the expense
of computing input dependences or of using a linear
algebra framework to perform the estimation.

o LS(UF,...,UF:) = estimated number of cycles spent
on Load and Store instructions in unrolled locp body.

s CP(UF,...,UF}) = estimated Critical Path length
of unrolled loop body (in cycles). Assume zero cost for
load/store instructions when estimating C'P, because
they are already accounted for in LS. (As in [19],



average frequency values are used to estimate critical
path lengths in the presence of conditional branches.)

¢ TC,(UF,,...,UF:) = estimated Total Cycles on class
7 of functional units required by unroiled loop body.
Assume zero eost for load/store instructions when es-
timating T'C;, because they are already accounted for
in L3. Let NF; be the number of functional units of
class § available in the machine.

The symbolic cost functions are represented as expres-
sion trees in the compiler with internal nodes that repressnt
sum, product, reciprocal, min, max operators. A leaf of an
expression tree can be an unroll factor, U F;, or a constant.
This representation makes it convenient to evaluate a sym-
bolic cost function for a given unroll vector.

The IR and FR cost functions are used to enforce regis-
ter capacity constraints. In addition, an estimated code size
for a single iteration is used to enforce the I-cache constraint.

The remaining cost functions contribute to the the objec-
tive function to be minimized, which is a cost per iteration
defined as follows:

load/store term

LS(UR,...,UF)

F(UF,...,UF)

-+

UF, x...xUFx
max [CP(UR,, .., UF), max; ( Zeh- 2 1) |
o UFRi x...xUFx |
ILPvterm

The objective function is defined to be the sum of the load/store

term, LS(UF;, ... ,UF:) and the ILP term, which is a max
function that provides an sstimation of the parallel execu-
tion time of the unroiled loop body. Both terms are divided
by the product of unroll factors, UF1 x ... x UFx so0 as to
obtain a cost function that is an amortized cost per original
iteration of the input loop nest, thus making it possible to
directly compare costs for different unroll vectors.

A key design principle behind this cost function is that
its terms should be efficient to evaluate for different unroll
vectors without actually having to perform the unrolling
transformation for each candidate unroll vector. That is the
main motivation for separating the load/store term (LS5)
from the ILP term in the max funciion. (Otherwise, we
would have to use different CP and TC functions for differ-
ent unroll vectors.)

It is instructive to compare the above ILP ferm with the
TecurTence-constrained and resource-constrained minimum
initiation intervals (RecMIi and ResMIiI) that are used as
lower bounds in modulo scheduling [18, 21]. In fact, a
computation similar to RecMIT is used to obtain the C'P
value for a given unroll vector, and a computation similar to
ResMII is used to obtain the T'C; values for a given unroll
vector. The key difference is that software pipelining and
meodulo scheduling are only concerned with analyzing mul-
tiple iterations of the innermost loop, whereas the above ILP
term is used for analyzing the combined effect of unrclling
multiple loops in a perfect nest. The notion of initiation
interval does not apply to non-innermost loops, which is why
we use the CP term instead. An interesting direction for
future work would be to combine both approaches by using
the above ILP cost model for non-innermost loops, and the
initiation interval cost model for the inmermost loop.

Note that summing up the contributions of the load/store
term and the ILP term goes beyond the “balancing” ap-
proach proposed in {6]. Specifically, there are cases in which
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Inputs:

1. Set of k perfectly nested loops with maximum unroll

vector, UFmss = ([TF™**, . UF™"), as defined in
Section 2.2.

2. F(UF, ..., UF:), objective cost function for loop nest
defined in Section 2.3.

Output: UFert = (UF, ..., UF™), an optimized unroll
vector for input loop nest.

Algorithm:

1. /* Call function EnumerateFeasibleVectors() in
Figure 4, with unit vector T =(1,...,1) as input. */
UV := EnumerateFeasibleVectors(k, 1)

. Initialize U Fert ;=T
. for each unroll vector ¥ € UV do
if F(ii) < F(UF°r) or F(@) = F(U Fort)
and (v x ... xux) < {(UF™ x ... x UF)

then /* Better unroll vector found */ UF°t ;=T
end if

end for

4. return U Fort

Figure 3: Algorithm for selecting an optimized unroll vector

i might be beneficial to reduce only one of the two terms
even if doing so causes an imbalance between the terms.
Finally, we briefly discuss the effect of control flow within
a loop iteration on cost estimation: For the register capacity
terms, /R and FR, we use the worst-case largest number
of registers that might be needed for executing a single
iteration. For the load/store and ILP terms, we instead do
an average-case estimation of the individual cost functions.

2.4 Algorithm for Selection of Unroll Factors

Qur algorithm for selecting an optimized unroll vector is
driven by the cost functions introduced in Section 2.3. The
basic idea is to enumerate a set of feasible and profitable
unroll vectors, compute the objective function for each one,
and select the one with smallest objective function as the
optimized unroll vector (UF™, ..., UFF).

For feasibility, we have to ensure that an unroll vector
(UF,...,UF)is legal and also that it satisfies the following
capacity constraints”:

IR(UF,,...,.UFR) < 4 available fixed-point regs
FR(UF:,...,UFR.) < # available floating-point regs
UFix.. xUFe < (size of instruction cache)

{code size of one iteration)

An important observation used to prune the search space
for feasible unroll vectors is that these capacity constraints
are monotonic ¢.e., if unroll vector (u1,...,ux) is infeasible
because it violates a capacity constraint, then all unroll

2We assume two register classes (fixed and float) in this descrip-
tion, but the approach can be easily adapted to a differsnt number of
register classes.



function EnumerateFeasibleVectors(s, U Fevr)
returns UV

Inputs:

1. Index of current loop, 1.

2. Cwrrent unroll vector, U 15""’, with wunroll factors
specified for loops in the range i+1 ... k. Unroll factors
UF™, ..., UF™ are assumed to = 1.

Output: A set of feastble unroll vectors, UV, containing
“expansions” of UF<. Each vector & &€ UV satisfies
Conditions 1-4 in Section 2.2, and also has the same unroll

factors as UF<“" in positions 1 + 1...k i.e., only unroll
factors in positions 1...: are enumerated in the expansion.

Algorithm:
1. Initialize JV := empty set of unroll vectors

2. for n:=1to UF™ do
/* The UF™** bound enforces Conditions 1 and 2 in
Section 2.2 */

(2)
(b)

Update unroll factor for loop i, UF™ :=n

if UF=" exceeds a capacity constraint (Condi-
tion 3 or Conditicn 4 in Section 2.2)
then break /* exit for-loop */

(c) /* Pruning step — exit loop if no improvement
is observed in the objective function by unrolling
loop i */
ifn > 1 and F(UFer) > F(UFFev)
then break

(d) if <=1 then /* {is the outermost loop */

i. /* Insert UF= into UV */
UV:=UV U {UFer}

(e) else

i. /* Recursive call */
Uv':= .
EnumerateFeasibleVectors(i — 1, 7 Feer)

ii. /* Append UV’ to UV ¥/
vv.=uv u uv’

end if

end for
3. return UV

end function

Figure 4: Function EnumerateFeasibleVectors()
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vectors {vi,...,vs) such that ui' < v1,...,ux < vx must
also be infeasible.

Figure 3 outlines the high-level structure of the algorithm
for selecting an optimized unroll vector. Step 1 calls function
EnumerateFeasible Vectors() to obtain a set of feasible unroll
vectors, UV. Step 3 selects U/ F‘."P*, the unroll vector from
UV that has the smallest cost per iteration as the optimized
anroll vector for the input loop nest.

Figure 4 outlines the structure of function Enumerate-
FeasibleVectors{). The algorithm enumerates unroll vectors
by moving from the innermost Joop to the cutermost loop
of the nest. Step 2 enumerates the possible unroll facters,
1...UF**, for inpdt loop £, and combines each value with
the input unroll vector, UF*r (Step 2a). The for-loop in
Step 2 is exited the first time an unroll factor is encountered
for loop 1 that causes a capacity constraint to be exceeded
(Step 2b). Step 2¢ implements a pruning heuristic — the for-
loop is exited if increasing the wnroll factor for loop i from 1
to 2 shows no improvement in the objective function. If 1 is
the outermost loop, the current unroll vector is inserted into
the output set (Step 2d.i). Otherwise, function Enumerate-
Feasible Vectors() is invoked recursively to erumerate unroll
factors for enclosing loops #,2 — 1,...,1. The resulting set,
UV’, is then merged with the output set, UV (Steps 2ei
and 2e.ii).

2.5 Example

As an illustration, Pigure 5 compares the execution times
of a 500 x 500 double-precision dense matrix multiply com-
putation for different unroll factors. After tiling for cache
locality, the inmer tile of the matrix multiply kernel consists
of three nested loops as follows:

do i1 = 11 _le¢, i1 _hi
do i2 = i2_lo, i2_hi
do i3 = i3_lo, i3_hi
a{i2,it) = a(i2,i1) + b(iz,i3) * ¢(i3,i1)
end do
end do
end do

Therefore, an unroll vector for the inner tile is specified by a
(UF,,UF,,UF}) triple of unroll factors. The lexicographic
ordering of unroll factors in the triple corresponds to the
ordering of the loops from outermost to innermost.

Figure 5 shows the execution time obtained for the ma-
trix multiply kernel for different choices of unroll factors.
To simplify the discussion in this section, we only consider
two choices for each unrol? factor value, UF; = lor UF; =4,
which leads to the eight possible values for the (U Fy, UF>, U F)
triple enumerated along the horizontal axis. (Measurements
of a larger set of unroll factors are presented in Figure 7 in
Section 4.) The (1,1,1) triple corresponds to the original
loop nest because an unroll factor of one is an identity
transformation. Other than unrolling of nested loops, all
other optimization options are the same for the different
unroll vectors shown in Figure 5.

For this example, we see that the performance obtained
by unrolling nested loops varied significantly for different
unroll vectors. The worst performance was obtained for
(UF,, UF,,UFs) = (1,1,4), which was slightly worse than
that of the {1,1,1) identity case. The best performance was
obtained for (UF,UF;, UFs) = (4,4,1), which delivered a
2.2% speedup.

We now describe how our approach can identify the (4, 4,1)
unroll vector as the best candidate by using the cost func-



tions and algorithm outlined in Sections 2.3 and 2.4. Note
that 2 (4,4,1) unroll vector is not likely to be obtained by
commonly-used heuristics such as “unroll enly the innermost
loop” or “give all loops the same unroll factor”.

Let (u1,uz,us) be a candidate unroll vector for the ma-
trix multiply example. The most binding capacity con-
straint for this example is the number of floating-point regis-
ters, which is estimated by the compiler as FR(u;,uz,us) =
upuy + {u2us + usuy ). This estimation follows directly from
the presence of array references a(i, j), b(i,k), and ¢k, j)
(see [12, 20] for details}). The uau, term represents distinct
unrolled copies of the loop-invariant references to array a,
and the (uzus + ustuy) term represents the nmumber of reg-
isters required to hold distinct values of arrays b and c.
Assuming that there are 30 registers available for used in the
unrolled body, we nced to ensure that FR(u;,usz,us) < 30
to satisfy the capacity constraints.

To estimate the objective function, F(u1,uz,us), the
compiler builds the following symbolic cost functions; we
only show T'C for the FPUJ (foating peint unit), since the
FPU is the critical resource for this example :

LS(u1,u2,us)

Utz + Uzl

CP(ui,uz,us) = 2us
TCppu(u1,uz,us) = 2urusus
NFppy = 1

LS(“I:“Z,“‘S) +

= F(m,uz,ua) "1 X Uz X s
TCppy(u; ug ua)

max [CP(Ul ) U2, us), NPppry

]

o X Uz X Us
(upus + usur) + (2uruous)
uy X uz X us

1 1
—+—+2
U Uz

= Fluy, uz,us)
= Fluy,uz,us)

Since TCppu(uy, uz, us)/NFrpu > CP{uy,uz, us), the ILP
term for this example is resource bound rather than critical-
path bound. However, if there were additional foating-point
available (i.e.,if NFppu > 1) then the ILP term may have
been critical-path bound for some unroll vectors.

The algorithm selects values of uy,uz2, s s0 as to mini-
mize F(us, vz, us} = 1/u1+1/u2+2 subject to the constraint
that FR(u1,tz,us) = Uzt + ugus + usuy is < 30. - Note
that the objective function for this example, F(u1,uz,us),
decreases when either u; or wug is increased, but remains
unchanged when us is increased. Hence, the search space for
optimal unroll vectors is significantly reduced by restricting
us 1 (see Step 2c in Figure 4). Figure 6 illustrates
how the algorithm for selection of unroll factors (outlined
in Section 2.4) partitions the space of unroll vectors into
feasible and infeasible regions for different values of 4, and
u2, assuming a maximum unroll factor of 20 iterations in
each dimension (a limit thst may arise from the tile size
used for cache tiling). All unroll vectors in the feasible
region satisfy FR < 30. In the worst case®, our algorithm
will visit all 44 unroll vectors in the feasible region and the
10 unroll vectors along the infeasible boundary, but this is
considerably less work than visiting all 2020 = 400 possible
values for {u;,uz, 1) or all 20 20x 20 = 8000 possible vaiues
for (U1 y Uz, ‘u:).

%In general, the cost functions are more complicated than in this
example (e.g., due to ILP and dual-load/store considerations), thus
making it it intractable to directly obtain an optimal solution without
enumerating all feasible vecters.
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There are two optimal solutions to this constrained opti-
mization problem, (uy,us,us) = (4,5,1) and (uy,uz,us} =
(5,4, 1), both of which use a total of FR = 29 floating-point
registers in the unrolled loop body. Increasing u: to 5 makes
FR equal 35, which exceeds the limit. Of the eight unroll
vectors measured in Figure 5, our cost functions show that
(4,4,1) should indeed be the best choice. (It is closest to
the optimal (4,5,1) and (5,4, 1) solutions.)

3 Generation of Transformed Code

In ihis section, we outline how our compiler generates code
for a specified unrcll vecter, (UFy, ..., U Fi). The algorithm
processes loops by moving from the outermost loop to the
innermost loop of the nest. Let ¢ be the current loop with
unrell factor UF;. First, the current unrolled loop body is
expanded by the specified unroll factor UF;. Second, the
loop header for the current loop is adjusted so that if the
lcop’s iteration count, COUNT;, is kmown to be less than
or equal to the unroll factor, U F;, then the loop is totally
unrolled by simply replacing the loop header by an assign-
ment of the index variable to the lower-bound expression;
otherwise, the loop header is adjusted so that the unrolled
loop’s iteration count equals |COUNT:/UF.|. Third, a
remainder loop nest is generated, if needed. The body of
the remainder loop nest is a single copy of the input loop
body. The remainder loop is not created if it is determined
at compile time that the loop length COUNT; is a multiple
of the unroll factor U F:.

In general, our algorithm produces UF) x ... UFy copies
of the cade from the original loop body in the unralled loap.
In addition, the number of remainder loops produced by our
algorithm is

> ] vm

1<3i<3 1 €Ay

=

(UF x .. .UF;j_;)+

(UF; X...Uﬂ-z)-}-...-{—(UF])-}—l,

where j is the largest loop index with a non-identity unroll
facter i.e., with U F; > 1. Each remainder loop contains a
single copy of the code from the original loop body. In con-
trast, the unroll-and-jam transformation produces (UF +
mod(1, UF)) % ... (UFx + mod(1, UFi)) copies of the code
from the original loop body*.

Appendix A contains an example to highlight the differ-
ence between our code generation and the code generation
obtained by the unroll-and-jam approach. For this example,
our algorithm generated 21 remainder loops as opposed to 61
remzinder loops generated by the unroll-and-jam approach.
For the sake of completeness, a complete description of our
algorithm for generating compact code when unrolling mul-
tiple nested loops is provided in Figure 10.

4 Experimental Results

In this section, we present experimental results to evaluate
our approach for optimized unrolling of nested loops. The
algorithm outlined in Section 2.4 has been implemented in
the IBM XL Fortran product compiler. This loop unrolling
phase is performed as & “high-order” transformation [20] so
that back-end optimizations can exploit the code optimiza-
tion opportunities created by loop unrolling. (One notable

*med(1,2) is a function that is = 0 if ¢ = 1 and is = 1 otherwise
(assuming that = > 0).
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User execution times {in seconds) for different unroll configurations:

Benchmark || No-UNROLL | (2, 2,2) [ (3,3,3) | (4,4, 4) [ (5,5,5) | oPT-UNROLL
101tomcatv || 1317.0 11846 | 1256.8 | 78 | 13753 1073.2
102.swim 2202.6 2127.4 | 9656.2 | 29287 | 3030.1 1836.4
103.s5u2cor 795.0 769.1 7518 776.4 770.9 775.0
104.hydro2d 1581.3 1486.3 1406.7 1522.8 1469.8 1491.3
107.mgrid 1014.8 964.4 1024.5 1060.2 1407.1 1015.6
125 turb3d 1006.9 1028.1 1071.3 1207.9 1128.7 1007.3
145 fpppp T181.1 1189.2 | 12165 | 11739 | 1460.8 1150.6

Speedups (relative to NO-UNROLL) for different unroll configurations:

{ Benchmark NO-UNROLL | €2, 2, 2) | (3,3,3) | (4,4, 4) [ (5,5, 5) | OPT-UNROLL
101.tomcatv 1.00 1.11 1.05 1.02 0.96 1.23
102.swim 1.60 1.04 0.86 0.75 0.73 1.20
103.su2cor 1.00 1.03 1.06 1.02 1.03 1.03
104.hydro2d 1.00 1.06 1.06 1.04 1.08 1.06
107.mgrid 1.00 1.05 ¢.99 0.96 0.72 1.00
125.turb3d 1.00 0.98 0.94 0.83 0.89 1.00
145.foppp 1.00 0.99 0.97 1.01 0.80 1.02

[ Average Speedup 1.00 1.04 0.99 0.95 0.89 1.08

Figure 9: Execution times and speedups of SPECO5fp benchmarks on a 133MHz PowerPC 604 for different unroll

configurations

limitation in the implementation of high-order transforma-
tions in the XL Fortran compiler is that scalar replacement
is only performed before uprolling; there may be opportuni-
ties for additional improvements when scalar replacement is
performed after unrclling, since not all scalar replacement
opportunities are caught by the back-end.) All run-time
performance measurements were made on a 133MHz Pow-
erPC 604 processor.

First, we present some detailed performance measure-
ments for the matrix multiply example discussed in Sec-
tion 2.5. Figure 7 shows the user execution times measured
for 100 different unroll vectors of the form (uy,u2,1) for
1 < up,uz < 10. (Recall that u; and u; are the unroll factors
for the the cuter and middle loops respectively.) We set the
unroll factor for the innermost loop to us = 1 for all the 100
data points because the cost function analysis in Section 2.5
revealed that unrolling the innermost loop would not deliver
any performance benefit. (This was confirmed by the results
in Figure 5 as weil.) The unroll vector (4,5,1) that was
identified in Section 2.5 as the optimal solution for this
example indeed delivered the best performance in Figure 7.
Since register locality is the most significant performance
issue for loop unrolling in this example, Figure 8 shows the
average number of loads and stores per original iteration for
these 100 iterations. The average drops from 2.1 for the
original loop identified by unroll vector (1, 1,1) to 0.5 for
unroll vector (4,5,1) represenis a nearly 4x reduction in the
number of load/store instructions executed. These averages
ware obtained by using the hardware performance monitor
to measuring the total number of load/store instructions
executed and then dividing that number by the number
of times the inner loop is executed (500 x 500 x 500 =
1.25%10%).

Figure 9 summarizes the execution times obtained on
seven SPEC95fp benchmark programs [9] for the following
unroll configurations:

¢ NO-UNROLL — full -O optimization with unrolling sup-
pressed (&xcept for the 2 unrolling performed by soft-
‘ware pipelining in the back-end).

* (2,2,2) — full -O optimization with all loops in an
innermost perfect loop nest assigned an unroll factor
of two. (There was no inmermost perfect loop nest
encountered with > 3 loops in these benchmarks.)

* (3,3,3) — full -O optimization with all loops in an
innermost perfect loop nest assigned an unroll factor
of three.

¢ (4,4,4) — full -O optimization with &ll loops in an
innermost perfect lJoop nest assigned an unroll factor
of four.

* (5,5,5) — full -O optimization with all locps in an
innermost perfect loop nest assigned an unroll factor
of five.

¢ OPT-UNRCLL — full -O optimization with unrolling
performed using the algorithm reported in this paper.

The figure also shows the speedups obtained relative to NO-
UNROLL. The average speedup of 1.08x delivered by opT-
UNROLL outperformed that of the other unroll configura-
tions measured. The maximum speedup delivered by opT-
UNROLL on a SPECO5fp benchmark was 1.2x, observed for
two of the benchmarks (101.tomcatv and 102.swim). It is
also important to note that, unlike all the other unrolling
configurations, OPT-UNROLL never delivered 2 performance
degradation.

Thus, the results in this section demonstrate the effec-
tiveness of the approach presented in this paper for opti-
mized unrolling of nested loops. We believe that larger per-
formance improvements due to unrolling of nested loops can
be expected on processors that have larger numbers of regis-
ters and larger degrees of instruction-level parallelism than
the processor used for our measurements (a PowerPC 604).
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Inputs:
1.

LOOP[1],..., LOOPI[K], a perfect nest of k loops, numbered from cutermost to innermost. The index variable, lower
bound, upper bound, and increment for LOOP[;] are denoted by i;, Ib;, ub;, and inc; respectively.

. UF[#] > 1, an unroll factor for each LOOFP{j].

. COUNT[j], constant value or symbolic expression for number of iterations executed by LOOP[], where UF[s] is
assumed to be less than or equal to COUNT[;] f COUNT(j} is a constant. :

Qutput: Updated intermediate representation of the unrolled loops to reflect the loop unrolling transformation specified by
unroll facters UF(Y], ..., UF[k].

Algorithm:

1. Initialize neztParent := parent of LOOP(1] in intermediate representation
2. Detach subtree rooted at LOOP[1] from neztParent

/* This subtree is used as the source for generating copies of the criginal loop body */

3. Initialize unrolledBody := copy of body of innermost loop, LOGP[k]

4 forj:=1tokdo

(8) currentParent := neztParent
{b) /* Expand unrolledBody by factor U F[j] for index 1; */

Initialize newUnrolledBody := copy of unrolledBody
for u:=1 to UF[;] do

1. Initialize oneCopy := copy of unrolledBody

ii. Replace all occwrrences of loop index variable “i;” in oneCopy by “i; + inc;*u”
iii. Append oneCopy to end of newlUnrolliedBody

end for
Delete old unrolledBody, and initialize unrolledBody := newUnrolledBody

{c) /* Adjust header for unrolled loop j */

Construct remainder expression er; = mod(CQUNT{;], UF[j])

if ( COUNTY;] is constant and COUNT[j] = UF[j] ) then

/* Loop j is to be completely unrolled */

Construct the statement, “i; = b;”, call it neztParent, and make it the first (leftmost) child of currentParent
else

Make a copy of the LOO P[] statement, call it neztParent, change it to “do i; = Ib;, ub; - er;¥inc;, UF[j]%ine;”,
and make it a child of currentParent

end if

(d) /* Generate remainder loop sub-nest, if necessary */

if (er;1=0) then

Set treeCopy := copy of subtree rooted at LOOP[y]

Change the outermost statement in treeCopy to “do i; = ub, - (er;-1)%inc;, ub;, inc;”
Make treeCopy a child of currentParent

end if

5. Make unrolledBody a child of neatParent, and delete original subtree rooted at LOOP{1] (the original Joop nest)

Figure 10: Code generation algorithm
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5 Related Work

As mentioned earlier, the loop unrolling and the unroll-
and-jam transformations have been in use for over three
decades [2]. However, little attention has been paid until
recently to the problem of automatically selecting unroll
factors to obtain the best performance from loop unrolling.
For example, Wolf and Lam presented experimental results
for register tiling in conjunction with cache tiling [25] using
the SUIF compiler, but the register tiling in that work was
implemented by hand.

The most closely related work to this paper is that of
Carr and Kennedy [7] and by Carr and Guan [6]. Some of
the key differences between our approach and the approaches
in {7, 6] have already been discussed in Section 1. Another
difference that is worth mentioning is that the objective
function in {7, 6] is to balance fcating-point and memory-
access instructions, whereas the objective function in our
approach is to reduce execution time. These two objective
functions are not necessarily equivalent. For example,
the best resnlts for the matrix multiply example discnssed
in this paper were obtained when the average number of
loads is driven down to 0.5 loads per original iteration (see
figures 7 and 8), even though each iteration has two floating-
point operations. [t is unclear from the descriptions in {7, 6]
how a similar configuration would be obtained with their
goal of balancing memory instructions and floating-peint
instructions.

Most of the other related work applies only to unrolling
innermost loops rather than nested loops. Several indus-
try compilers (including the baseline XL Fortran compiler
used to obtain our experimental results) perform unrolling
of (both counted and non-counted) innermost loops. The
problem of combining loop unrolling with software pipelin-
ing has also received a lot of attention. Weiss and Smith [24]
studied unrolling of a single innermost loop and compared
it with software pipelining. Their conclusion was that loop
unrolling can deliver greater speedup than software pipelin-
ing, but requires more hardware {more registers and a larger
instruction buffer) to do so. Jones and Allan [14) suggested
that loop unrolling be performed before sofiware pipelining
to effectively obtain a non-integer initiation interval. In their
work, the unroll factor is determined by the desired initia-
tion interval rather than by specific register and/or ILP cost
considerations. Su et al {23] proposed the URPR algorithm
(unroll, pipeline, reroll) as a way of combining loop unrolling
and instruction scheduling. Lavery and Hwu [15] evaluated
the benefits of unrolling loops prior to modulo scheduling.
In our approach, unrolling of nested loops is performed prior
to software pipelining in the XL Fortran back end.

6 Conclusions

In this paper, we formalized selection of unroll factors for
multiple perfectly nested loops as an optimization problem.
We introduced an objective function to estimate the savings
that will be obtained for a given vector of unroll factors,
and capacity cost functions to model register set and I-
cache constraints, and we specified the legality constraints
for unrolling loops in a perfect nest. We outlined an al-
gorithm for efficiently enumerating feasible unroll vectors
(lega! configurations that satisfy the capacity constraints)
and selecting an unroll vector that delivers the best savings.
We also addressed the problem of generating compact code
for the remainder loops resulting from an unroll transfor-
mation on nested loops, and showed how our approach can

generate fewer remainder loops than the classical unroll-and-
jam approach. Qur experimental results on seven SPEC95fp
benchmarks using the XL Fortran compiler validated the
robustness of our aapproach and demonstrated its effective-
ness for use in industry-strength compilers. We expect to see
larger performance improvements due to unrolling of nested
loops on processors that have larger numbers of registers
and larger degrees of instruction-level parallelism than the
processor used for our measurements (PowerPC 604).

Possibilities for future work include extensions of the cost
functions presented in this paper to handle new processor
features such as software-controlled prefetching and multi-
media extensions, extensions to model the cache effects of
load/store instructions, and combining our cost model with
the initiation interval cost models used in software pipelining
and modulo scheduling.
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A Example of Generating Compact Code for Unrolling

Multiple Loops

Consider generating code for unroll vector (4, 4,4, 1) for the
following example nest of four loops (such an varoll vector
may be selected due to register locality considerations):

sum = sum + a(i,j,.k)} + b{(i,j,1) + ¢(i,k,1)
end do
end do
end do
end do

The transformed code generated for this examgple ob-
tained by using the unroll-and-jam approach is shown in
Figures 11 and 12. Figure 13 shows the transformed code
obtained by using the code generation algorithm presented
in this paper. Both approaches generated an unrolied loop
body containing 4 % 4 X 4 = 64 copies of the original loop
body. However, our algorithm generated 4 x44+4+1=21
remainder loops for this example as opposed to 5 x 5 x5 —
64 = 61 remainder loops generated by the unrecll-and-jam
approach. The mimber of remainder loops generated by the
unroll-and-jam approach can potentially be reduced by first
“rerolling” all unrolled remainder loops and then performing
an “index set merging” transformation on remainder loops
(i.e., the inverse of the “index set splitting” transforma-
tion [26]). However, we are not aware of any compiler that
performs loop rerolling and index set merging of loops after
applying an unroll-and-jam transformation.
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sumta(i, j,k)+b(i, j,1)+c(d,k,1)
sumtali, j+1,K0+b(i, j+1,1)+c(i,k,1)
sumta(i, j+2,k)+b(i, j+2,1)+c(i,k,1)
sumta(i, j+3,K)+b(i, j+3,1)+c(i,k,1)
sumvai,j,k+1)+b(i,j,1)+c(i, k+1,1)

sum+a (i, j+1,k+1)+b(i, j+1,1)+c(i, k+1,1)
sum+a(i, j+2,k+1)+b(i, j+2,1)+c(i k+1,1)
sumta(i, j+3,k+L)+b(i, j+3,1)+c(i, k+1,1)
sumtali, j,x+2)+b(i,j,1)+c(i, k+2,1)
sum+a{i, j+1,k+2)+b(i, j+1,1)+c(i,k+2,1)
sum+a(i, j+2,k+#2)+b(i, j+2,1)+c(i, k+2,1)
sum+a(i,j+3,k+2)+b(i, j+3,1)+c(i,k+2,1)
sumta(i, j,k+3)+b(i,j,1)+c(i k+3,1)
sum+a(i, j+1,k+3)+b{1, j+1,1)4+c(i, k+3,1)
sumvali, j+2,k+3)+b{i, j+2,1)+c(i, k+3,1)
sum+ali, j+3,k+3)+b(i, j+3,1)+c(i,k+3,1)
sum+a(i, ),k +b(d,j,1+1)+c(i,  k,1+1)
sum+a(i, j+1,k)+b(i,j+1,14#1)+c(i, k,141)
sam+a (i, j+2,K)+b(4, j+2,1+1)+c (i k,1+1)
sum+a(i, j+3,k)+b(i,j+3,1+1)+c(i, k,141)
sum+a (i, j,k+1)+b(i,j,1+1)+c (i, k+1,1+1)
sum+a(i, j+1 ,k+1)+b(1, j+1,141)+c(i, k+1,1+1)
sum+a(i, j+2,k+1)+b(i, j+2,1+1)+c (i, k+1,1+1)
sum+a i, j+3,k+1)+b (i, j43,1+1) +c(i k+1,1+1)
sum+a(i, j,k+2)+b(i,j,1+1)+c(i, k+2,1+1)
smm+a(i, j+1,k+2)+b{i, j+1,14+1)+c (i, k+2,1+1)
sum+al(i, j+2,k+2)+b (i, j+2,1+1)+c(i,k+2,1+1)
sum+ali, j+3,k+2)+b{i, j#3,1+1 ) +c(i,k+2,1+1)
sum+ali, j,x+2)+b(i,j,1+1)+c(i k+3,1+1)
sum+a (i, j+1,k+3)+b(i, j+1,1+#1)+c(i,k+3,1+1)
sum+a(i, j+2,k+3)+b(i, j+2,1+1) +c(i,k+3,1+1)
sumba(i, j+3,k+3)+b(i, j#3,1+1 ) +c(i, k+3,1+1)
sum+a{i, j,K)+b(i, j,1+2)+c(i, k,1+2)
sum+a(i, j+1,K)+b(i,j+1,1+2)+c(i k,1+2)
sum+ali, j+2,K)+b(i, j+2,1+2)+c (i, k,1+2)
sum+al(i, j+3,R)+b(i, j+3,142)+c (i, k,1+2)
sum+a(i, i, k+1)+b(i, i, 1+2)+c(i, k+1,1+2)
sumtali, j+1,k+1)+b{i, j41,142)+c (i, k+l,1+2)
sum+a(i, j+2,k+1)+b(i, j+2,1+2)+c(i,k+1,142)
sumta(i, j+3,k+1)+b(i, j+3,142)+c(i k+1,1+2)
sum+a(i, j,k+2)+b(i,j,142)+c(i,k+2,142)
sum+a(i, j+1,k+2+b (1, j+1,242)+c (i, k+2,1+2)
sumta(i, j+2,5k+2)+b(4, j+2,142)+c(i,k+2,142)
sum+a(i, j+3,k+2)+b (1, j+3,1+2) +c(1,k+2,1+2)
sum+ali, j,k+3)+b(i, j,1+23+c(i,k+3,142)
sum+ali, j+1,k+3)+b (i, j+1,1423+¢{i,k+3,1+2)
sum¥a(i, j+2,k+3)+b{i, j+2,242)+c(i,k+3,1+2)
sum+a(i, j+3,k+3)+b (1, j+3,242) +c(1i,k+3,142)
sum+ali, j,k}¥b(i, j,1+3}+c(i, k,1+3)
sum+a(i, j+i,E)+b(i, j+1,1+3)+c(i,k,143)
sumta(i,j+2,k)+b(i,j+2,1+3)+c{i, k,1+3)
sumtali, j+3,K)+b(i, j+3,143)+c(i,k,1+3)
sum+a(i, j,k+1)+b(4,j,1+3)+c(i k+1,1+43)
sumta(i, j+1,k+1)+b{i, j+1,143)+c (i, k+1,143)
sum+a(i, j+2,k+1)+b(i, j+2,1+3) +c (i, k+1,1+3)
sumtali, j+3,k+1)+b (i, j+3,143) +c (i,k+1,1+3)

sum

sum

end do
end do

do j =3,

de i =

end do
end do
end de

LU LD O T )

LD BRI B -]

sumta(i, j,k+2)+b(i, j,1+3)+c(i, k+2,1+3)

sum+a(i, j+1,k+2)+b(i, j+1,1+3)+c(i,k+2,1+3)
smtali, j#2,k+2)+b(i,j+2,143)+c(i,k+2,1+3)
sumta(i, j+3,k+2)+b(i, j+3,1+3)+c(i,k+2,1+3}
sum+ali, j,k+3)+b(4, j,1+3)+c (i, k+3,1+3)

sumtali, j+1,k+3)+b{i, j+1,1+3)+c(1,k+3,1+3)
sum+a(i, j+2,k+3)+b (1, j+2,1+3)+c (i, k+3,1+3)
sumtali, j+3,k+3)+b (i, j+3,1+3) +c(i,k+3,1+3)

n
sumtali, j,K)+b(i, j,1)0+c (i, k,1)

sumtal(i, j,k+1)+b{i,j,10+c (i, k+1,1)
sumtali, j,k+2)+b{i,j,1)+c(i,k+2,1)
sumtali,j,k+3)+b{i,j,1)+c (i ,k+3,1)

n-3, 4
i, n

Hnaun

n

sum+ali, j,k)+b{(i, j,1)+c(i,k,1)

sum+ta(i, j+1,X)+b(i, j+1,1)+c(i,k,1)
sumta(i, j+2,k3+b(i, j+2,1)+c(i,k,1)
sumtali, j+3,k)+b{i, j+3,1)+c(i, k,1)

i, n
sum = sumta(i,j, k) +b{i,j,1)+c(i,k,1)

do k=1, n-3, 4

do j = j,

doi=1,n

sum
sum
sum
sum
end do
end do
end de
dok=k, n
do j =1,
do i =

sum

sum

sum

end do
end do

4 j =i,

do i =

sum

end do
end do

end do

sumta(i,j k)3 +b(i,j,1+1)+c (i k,1+1)

sunta(i, j,k+13+b{i, j,1+1)+c(i  k+1,2+41)
sumtali, j,k+2)+b{1,j,1+1)+c(i k+2,1+1)
sumtali, j,k+3)+b(i,j,1+1)+c(i, k+3,1+1)

-3, 4

i. n

sum = sum¥a(i,j,k)+b(1,],1+1)+c(i,k,1+1)

= sun+a(i.j+1,k)+b(i,j+1,1+1)+c(i,k,1+1)

(U]

b4

sumra(i, j+2,k)+bli, j+2,1+1)+c (i, Xk, 1+1)
som+a(i, j+3,k)+b(i, j+3,1+1)+c{2,k,1+1)

n
sum+ali, j . k)+b(d, j,1+1)+c(i,k,1+1)

Figure 11: Generated code using unroll-and-jam transformation (Part 1 of 2}
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dok =1, n-3, 4 sum

sum*ali,j ke 134b(i,5,1)+c(i,k+1,1)

=
do j=j, mn sum = suw+ali,j+*1,k+1)+b(i,j+1,1)+c(i, k+1,1)
doi=1t,n sum = sumtali,j+2,k+1)+b(i,j+2,1)+c(i, k+1,1)
sup = sumtali,j,k)+b{i,j,1+2)+c(i, k,1+2) sum = sumtadi,j+3,k+1)+b(i,j+3,1)+c(i, k+1,1)
sum = sumta(d,§,k+1)+b(d,j,1¢2)+c(i, k1,1+2) sum = sumtali,j,k+2}+b(i,j,1)4c{i, k+2,1)
sum = semtali,j,k+2)+b(i,j,1+2)+c(i,k+2,1+2) sum = sumbali, j+i,k+2)+b(i,j+1,1)+c (i, k+2,1)
sun = sumtal(i,j,k+3)+b{i,j,1+2)+c{i, k+3,1+2) sum = sumbali; j#2,X¢2)+b(i,j+2,1)+c (i, k+2,1)
end do sum = sumbali, j+3,k+2)+b (1, j+3,1)+c(i,k+2,1)
end do sum = sumtali, j,k+3)+b(i,j,L)+c(i, k+3,1)
end do sum = suwta(i,j+1,k+3)+b(i,j+1,1)+c(i, k+3,1)
dok =k, n sum = sumtai, j+2,k+3)+b{1,j*+2,1)+c (i, k+3,1)
do j =1, n-3, 4 sum = sumtali,j+3,k+3)}+b(i, j+3,10+c (1,k+3,1)
doi=1, n end do
sum = sumtali,j,k)+b(i,j,1+2D+c(i,k,142} end do
sum = sum+a(i, j+1,k)+b(i,j+1,1+2)+c(i, k,1+2) do j=3j, n
sum = sumtali, j+2,X0+b{1, j+2,1+2)+c{i,k,14+2) doi=1,n
sum = sum+ali,j+3,K)+b(i,j+3, 1+2)+c(i,k,142) sum = semtal(i,j,K)+b(i,j,1)+c(i,k,1)
end do sum = sum+a(i,j,k+1)+b(i,j,1)+c(i, k+1,1)
end do sum = sumta(i,j,k+2)+b(i,j,1)+c(i, k+2,1)
do j = j, n sum = sumba(i,j,k+3)+b(i,j,1)+c(i, k+3,1)
dei=1,n erd do
sum = sam+a{i, j,k)+b(i,j,1+2)+c(i, k,1+2) end do
end do end do
end do dok=k, n
end do de j =1, n-3, 4
do k=1, n-3, 4 doi=1,n
do j = J', n sum = s-uﬂ-a{i,j,k)-l-b(i,j,l)ﬂ:(i,k,l)
doi=1,n sum = sam+afi, j+1,k)0+b(i,j+1, ) +c(i, k,1)
sum = sum+afi, ), k)+bli,j,1+3)+c(i,k,1+3) stm = sum+a{i,j+2,k)+b{i, j+2,1)4c(i, k,1)
sum = sumta(i,j,k+1)+b(i, j,1+3)+c(i k+1,1+3) sum = sum+a(i, j+3,k)+b(i,j+3,1)+c(i k,1)
sum = sum+ali, j,k+2)+b(i,,1+3)+c(di,k+2,1+3) end do
sum = swmtali,i,kt3)+b(i,§,1+3)+c(i, k+3,143) end do
end do do j=3j, n
end do d i=1,n
end do sum = sum+ali, j.X)+b(i,§, 1)+ (i, X, 1)
dok=k, n end do
do j =1, n-3, ¢ end do
doi=1, n end do
som = sumtali, j,k)+b(i,j,1+3)+c(i k,1+3) end do
sum = sumta(i, j+1,k)+b(i,j+1,1+3)+c(i,k,1+3)
sum = sum+ali, j+2,k)+b(i,j*2,1+3)+c(i,k,1+3)
sum = sumtali, j+3,K)40(1,§+3,1+3)+c (i, k,1+3)
end do
end do
do j= 3j, n

doi=1,n
sum = sumtali,j,k)+b(i, j,1+3)+c(i, k,1+3}
end do
end do
end do
end do

doi=1, n

= sum+a{i, j*+1,K)+b(i,j+1,1)+c(i,k,])
sum = sum+a(i,j+2,k)+b(i,j+2,1)+c(i,k,1)
= sum+a(i, j#3,k)+b(1,j+3,1)+c(i,k,1)

Figure 12: Generated code using unroll-and-jam transformation (part 2 of 2)

165



do 1=1,n-3,4
do k=1,n-3,4
do j=i,n-3,4
do i=1,n,1

sSum
sum
sun
sSum
sunm
sSum
sum
sSum
sum
sam
sum
sum
Sum
sum
sum
sam
sSam
sum
Sum
sum
sum
sum
sSum
sum
sum
sum
Sum
sum
sum
sum
sSum
sum
Sam
sum
sUm
sum
sum
Sum
sum
sum
Shin
sSum
sum
Sum
sum
Sum
sum
sam
sum
sum
sum
sum
Sum
sum
sum
sum
sum
sum

L L T T IO T O T O (I O O (OO OO T TN TS | O A 1 O 1 OO SO O O T TN Y DO N L (DO T | IO 1 O O 1 I 1}

sum+a(i, j,k)+b(i,j,1)+c(i,k,1)

sum+all, j,k}+b(i,j,1+1)%c (3, k,1+1)
sum+a(i, j,K)+b(i,j,1+2)+c{i, k,14+2)
sum+a(d, j,k)+b(i,j,1+3)%c (i, k,1+3}
sum+a(i, j,k+1)+b(i, j,1)+c(i,k+1,1)
sumral(i, j,k+1)+b{i,j,1+1)+c (i, k+1,1+1)
sum+ali, j,k+1)4b(i, j,1+2)+c(i,kt1,1+2)
sum+ali, j,k+1)+b(i, j,1+3)+c{i,x+1,1+3)
sumta (i, j,k+2)+b{i, j,1)+c{i,k#2,1)
sumba(i, j,k+224+b (3, §,1+1)4c (i,k+2,1+1)
sum+a(i, j,k+2)+b{1,j,1+2)+c (i, k+2,1+2)
sum+al(i, j,k+2)+b{i, j,1+3)+c{i,k+2,1+3)
sumtali, j,k+3)+b(32,j,1)+c(1,k+3,1)
sumtal(i, j,k+3)+b{i, j,1+1)+c (i, k+3,1+1)
sum+a(i, j,k+3)+b(1,j,1+2)+c (i, k+3,1+2)
sumta(i, j,kt3)+b(i, j,1+3)+c (i,k+3,1+3)
sumt+ali, j+1,X0+b(i, j*+1,1)+c(i,k,1)

somta (i, j¢1,k)+b(i, j+1,1+1)+c(i,k,1+1)
semtali, j+1 ,X)+b(i, j+1,1+2)+c{i,k,1+2)
sumtali, j+1,X0+b(i, j+1,1+3)+c(i, k,1+3)
sumtali, j+1,k+1)+b(i, j*+1,1)+c(i, k+1,1)
snmtali, j+1, k1040 0d, j41,1+1)+eli, k+1,1+1)
sumtali, j+1,k+1)+b(1, j+1,1+2)+c(i k+1,1+2)
sumta(i, j+1,k+1)+b(i, 341, 1+3)+c(i,k+1,1+43)
sumtral(i, j+1,k+2)+b(i, j+1, D +c(i,k+2,1)
som+a(i, j+1,k+2)+b (4, j#1,1+1)+c(i, k+2,1+1)
sumtali, j+i k+2)+b(i, i+1,1#2) +c(i k+2,142)
sumta(i, j+1,k+2)+b(i, j+1,1+3)+c(i k+2,1+3)
sumta(i, j+1,k+3)+b (4, j+1,1)+c(i,k+3,1)
sumta(i, j+i,k+3)+b(i, j+1,1+1)+c(i, k+3,1+1)
sum+a(i, j+1,Xk+32+b (1, 3+1,142)+c(i,k+3,142)
sumtali, j+1,k+3)+b (i, j+1,1+3)+c (i, k+3,1+3)
sumra(i, j+2,)0+b(i, j+2,1)+c(i,k, 1)
sorta(d, j+2,k)+b(1, j+2,1+1)+c(i,k,1+1)
sumtali, j+2,%)04b(4, j+2,1+2) 4c(i,k,1+2)
sumrali, j+2,k)0+b(i, j+2,1+3)+c(i, k,1+3)
sumta(i, j+2,k+1)+b(i, j*2,1)+c(i,k+1,1)
sumtali, j+2,k+1)4b(i, 42,141 )+c(i k+1,1+1)
sumtali, j+2,k+1)+b(i, j+2,1+2)+c(di,k+1,1+2)
sumtali, j+2,k+1)+b(1, j+2,143)+c(i, k+1,1+3)
sumtali, j+2,k+2)+b(i, j+2,1)+c(i,k+2,1)
sum+ali, j+2,k+2)+b(i,j+2,1+1 )+c(i,k+2,1+1)
sumtali, j+2,k+2)+b(i, j+2,1+21+c(i, k+2,1+2)
sumrali, j+2,k+2)+b(1, j+2,1+3)+c(1,k+2,1+3)
sumtai, j+2,k+3)+b(1i, j+2,1) +c(i, k+3,1)
sum+a(i, j+2,k+3)+b (1, j+2,1+1 )+c (i ,k+3,1+1)
sumtali, j+2,k+3)+b(i, j+2,142)+c(i k+3,1+2)
sumrali, j+2,k+3)+b(i, j+2,1+3)+c(i ,k+3,1+3)
sum+ali, j+3,k)+b(i, j¥3,1)+c(i,k,1)
sum+a(i, j+3,K)+b(i, j+3,141)+c(d,k,1+1}
sum+a(i, j+3,k)+b(i, j*3,1+2)+c(i,k,1+2)
sum+a(i, j+3,K)+b (i, j43,143)+c(i, k,1+3)
sum+a(i, j+3,k+1)+b(i, j#3, 13 +c(i,k+1,1)
sum+af{i, j+3,k+1)+b(i, j#3, 141 )+c{i k+1,1+1)
sumtali, j#3,k+1)+b(i, j43,142)+c(1,k+1,1+2)
sum+a(i, j+3,k+1)+b(1, j#3,1+3)+c(1,kt1,1+3)
sum+a(i, j+3,k+2)+b{i, j#3,1)+c(i, k+2,1)
sum+a(i, j+3,k+2)+b(i, j43,1+1)+c (i, k+2,1+1)

sumtali, j+3,k+2)+b{i, j+3,1+2) +c(i k+2,1+2)

som =
sum = sumta(i, j+3,k+2)4b(i, j+3,143)+c(i,k+2,1+3)
sum = sumtali,j+3,k+3)+b{i, j+3,1)+c (i k+3,1)
sam = sumtali, j+3,k+3)+b (i, j+3,1+1)+c(i k+3,1+1)
som = sumta(i, j+3,k+3)+b{1, j+3,1+2)+c (i, k+3,1+2)
sum = somtali, j+3,k+3)+b (i, J+3,1+3) +c(1,X+3,143)
end do
end do
de j=j,n,1
do i=1,n,1
som = sumta(i,j, k)+b(i,j,D+e{i,k,1)
sum = sumtali,),k)+b(i,j,1+1)+c{i, k,1+1)
sum = sumtali,j,K)+b(i,],1+2)+c{i k,1+2)
sum = sum+a(i, j,k}+b(i,j,1+3)+c(i,k,1+3)
sum = sum+ali, j,kt1)+b(3,j, 1) %c(i  k+1,1)
sum = symta(i, j,k+1)+b(i,j,1+1)+e(i,k+1,1+1)
sum = sam¥ali,j,k+1)+b(1,3,1+2)+c(i, k+1,1+2)
sum = sumtali,j,kt1)+b(i,j,1+3)+c(i, k+1,1+3)
sum = swwrali,j,k+2)+b(i,),1)+c(i, k+2,1)
sum = sumrali, j,k+2)+b(i, j,1+1)+c(i,k+2,1+1)
sum = sum¥ali,j,k+t2)+b(i,j,1+2)+c(i k+2,1+2)
sum = sum+ali,j,kt2)+b(i, j,1+3)+c(i,k+2,1+3)
sum = sum+ali,j,k+3)+b(i,j,1)+c{i k+3,1)
sum = sum+ali, j,k+3)+b(i, j,1+1)+c(di, k+3,1+1)
sum = sumta{i,j,kF3)+b(i,j,1+2)+c(1,k+3,1+2)
sum = sum+a(i,j,k+3)+b(i, j,1+3)+c(i k+3,1+3)
end do
end do
end do
do k=k,n,1
de j=1,n,1
do i=1,n,1
sunm = samtali, j,k)+b(i,j,L)+c(i,k,1l)
sum = sumali,j,k)+b(i,],1+1)+c(i k,1+1)
sum = sumtali,j,k)+b(i,j,1+2)+c(i,k,1+2)
sum = sum+ali,j,k)+b(i,j,1+3)+c(i,k,1+3)
end do
end de
end do
end do
do 1=1,n,1
do k=1,n,1
do j=1i,n,1

do i*1,mn,1
sum = sum+a(i,j,k)+b(i,j,1)+c(i,k,1)
end do

end deo
end do
end do

Figure 13: Generated code using compact code generation

166



