
Anna Li, Ruipu Li, Tianchen Ye, Yuqi Li

Predicting Unroll Factors Using 
Supervised Classification

Group 12

Mark Stephenson, Saman Amarasinghe



Loop Unrolling

● Advantage of applying loop unrolling
○ Improve ILP
○ Reduce the number of executed instructions
○ Provide opportunity for other optimization

● However if an inappropriate loop unrolling factor is selected
○ Increased code size
○ Memory spills
○ Other side effects



Motivation - Why machine learning

● Creating reliable models manually
○ Requires a lot of effort
○ Requires expert knowledge

● Machine learning methods
○ Less effort and expertise
○ Work well with high-dimensional data



Related Works

● This paper (multi-class classification)
○ 65% accuracy score on their own dataset
○ 5% overall improvement on SPEC 2000 benchmark

● Machine Learning Approach for Loop Unrolling Factor Prediction in High Level 
Synthesis (random forest)

○ Reduced convergence time
● Efficient Loop Unrolling Factor Prediction Algorithm using Machine Learning 

Models (regression models)
○ 0.9997 accuracy score on LUTED dataset



Multi-class Classification for Compiler Heuristic Design

Two algorithms:

1. Near Neighbor Classification
a. conceptually simple, but highly effective 

technique

2. Support Vector Machines
a. a statistical learning algorithm that is widely 

used in the machine learning community



Experiment with Multi-class Classifier for Loop Unrolling

Nearest Neighbor classification:

Database:  

● <xi , yi> pairs

Label: 

● unrolling factor 1, 2, 3, …,8

Similarity metric: 

● ||xnovel-xi||

Radius: 

● R = 0.3



Near Neighbor Classification

Data points: 

● All the <xi , yi> pairs

Label:

● Unroll factor

Similarity metric:

● Euclidean distance
● ||xnovel-xi||

Radius:

● R = 0.3



Near Neighbor Classification

Example:



Support Vector Machine

● Binary classifiers (convert to multi-classifiers)
● Output codes:

○ Associate a unique binary code to each label.
○ Train a SVM for each binary bit.
○ Concatenate each binary classifier prediction to get the 

multi-class prediction.

D-dimensional 
feature space

Kernel Function

Higher dimensional 
feature space

Separate the 
class



Support Vector Machine

Example:



Results of the Experiments

 This figure shows the percentage of loops 
for which the given unroll factor is optimal. 

This table shows the percentage of the predictions that 
each algorithm made that were optimal. In addition, the 
table shows the percentage of predictions made by 
each algorithm that were Nth best. The SVM predicts 
the optimal or nearly-optimal unroll factor 79% of the 
time. 



Comparison: NN vs SVM

● SVMs take longer to train than the NN algorithm.(30s vs 
5ms)

● SVMs predicts unroll factors for novel examples more 
quickly than NN.



Feature Selection

Finding the most informative features for discriminating unroll factors

● Mutual Informative Score

● Greedy Feature Selection



Feature Selection - Mutual Informative Score(MIS)

𝐽: The set of values that f can assume



Feature Selection - Mutual Informative Score(MIS)



● Can not tell relationships among features

● Cannot guarantee that features will be useful for a particular classifier

Feature Selection - Mutual Informative Score(MIS)



Feature Selection - Greedy Feature Selection

Given a feature set F = {f0 … fN},using a particular classifier 

here is the algorithm： 

1.  Choose the best feature b0 ∈F
2.  Choose second feature b1 ∈ F, b1 and b0 best discriminates the training 

dataset
3. Stops with a defined number of iteration



Feature Selection - Greedy Feature Selection



Feature Selection

1. Finally uses the union of Table 3 and Table 4.

2. Uninformative features would ‘confuse’ a learning algorithm or lead to 
overfitting of the training data

3. Although the number of instructions in the loop body appears only once, it is 
the de facto standard when discussing unrolling heuristics



Conclusion

● Spend a lot time and efforts acquiring 

training features and labels

● Predictions confined to training labels 

● Supervised classification can 

effectively find good heuristics

● Spend little time tuning model 

parameters

Pros Cons



Contribution & limitation

● Contributions
1. Provide a new perspective 

on the field of compiler 
optimization

2. The results got from 
machine learning could 
inspire further research in 
this area

● Limitations
1. The proposed method heavily 

relies on the availability of 
training data

2. The performance of the 
method has a lot of room for 
improvement

3. It does not address the issue 
of generalization



Future work

● Exploring other machine learning models

● Incorporating additional loop features

● Optimizing for different evaluation metrics

● Extending to other architectures

● Improving other loop optimizations 
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