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Abstract—Motion information is an important cue for a
robot to separate foreground moving objects from the static
background world. Based on the observation that the motion
of the background (from the robot’s egocentric view) has
stronger correlation to the robot’s motor signals than the
motion of foreground objects, we propose a novel method to
detect foreground moving objects by clustering image features
according to their motion consistency with motor signals.

Corner/edge features are detected and tracked across ad-
jacent frames. The errors between the estimated feature
locations based on motor signals and their actual tracked
locations are calculated. The features are clustered into back-
ground/foreground using Expectation-Maximization on these
errors. Labeled features are then used for pixel-level image
segmentation with the Active Contours and Graph-based
Transduction techniques.

Unlike pixel-level background subtraction methods, the pro-
posed approach does not require a large number of frames for
background model construction, and does not suffer from accu-
mulated image registration error for dynamic cameras. In con-
trast to existing sparse feature based foreground/background
separation methods, our approach clusters features in only
one dimensional space instead of a higher dimensional space,
and there is no need to search for parameters in an affine or
homography transformation space or motion trajectory space.

Keywords-motion segmentation; motor signals; background
subtraction; moving object detection.

I. INTRODUCTION

In order for an intelligent robot to understand and interact
with its environment (such as manipulating an object), it
must be capable of learning high-level object models. We
are developing the Object Semantic Hierarchy (OSH) [26]
which is a hierarchical computational model of the back-
ground world and the foreground objects, consisting of
multi-layer representations. To construct the object models
in the OSH, a fundamental problem is to separate out
moving objects in the pixel-level sensory input from the
static background world.

Motion segmentation based on background subtraction
has been widely used for foreground segmentation. Statis-
tical pixel-level background models such as Pfinder [25],
Gaussian Mixture Model (GMM) [22], and their varia-
tions [14], [10], [16] have achieved many successful ap-
plications in areas such as traffic monitoring and visual
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Figure 1. The hardware used in our experiments where a webcam is
mounted on a pan-tilt unit (PTU).

surveillance. These methods usually require a large number
of frames to build a stable background model. In the dy-
namic camera case, the robot may not have enough frames to
build such pixel-level background models before the visual
field changes significantly. In other words, the robot has to
detect moving objects based on only very few frames. In
addition, when a robot is manipulating an object, the object
may take up a large portion of its field of view (as shown in
row 5 of Fig. 4). As a result, pixel-level background models
can completely fail because the most frequently observed
intensity/color values may come from foreground pixels
instead of background pixels, and sometimes a part of the
real background may not be observed at all due to permanent
occlusion by moving objects. Another issue with pixel-level
background models is that for dynamic cameras the model
can be very noisy around edges due to accumulated image
registration error.

Tracking features and then clustering them into fore-
ground/background is another classic way for motion seg-
mentation. In general, a set of affine/homography parame-
ters [17], [8], [21] or trajectory parameters [18] need to be
estimated by iterative linear regression [8] or RANSAC [18],
[17]. Our method is also based on feature clustering, how-
ever, it is significantly different from these existing works.
Our system takes advantage of motor signals besides visual
information for foreground segmentation. Without using
motor signals, it would be impossible to distinguish back-
ground and foreground when the foreground objects take up
more than half of the visual field if no prior knowledge
is available. More importantly, the motion segmentation



process in [8], [21], [18] is carried out in a two or higher
dimensional space; by taking advantage of motor signals,
we will show that the proposed method can cluster tracked
features in a one dimensional space. In addition, compared
to the work in [18] where dense features are tracked in a 30-
frame window, our approach can separate foreground objects
by tracking sparse features for a very small number (around
5) of frames, which allows the robot to quickly adapt to an
environment.

Based on our observation that the background motion
(from the robot’s egocentric view) has stronger correlations
to the robot’s motor signals than the motion of foreground
moving objects, we propose a system to detect moving
objects by measuring the consistency between visual change
and motor signal change. Fig. 1 shows our experimental
setup, which is a webcam mounted on a pan-tilt unit (PTU).
Note that this setup is different from a general pan-tilt
camera in that the optical center of the webcam will have
translations when the PTU moves beyond the horizontal
plane. The input to the system includes both images and
corresponding pan/tilt positions.

Our method segments foreground moving objects from the
static background based on only a small number of adjacent
frames. Across these frames, the robot in general has small
translations (but possibly large rotations) with respect to its
environment. In this case, the visual change of the static
background can be well approximated by homography trans-
formations [9]. The relation between motor signal change
and visual change is automatically learned as a mapping
function from motor signal changes to these homography
transformations, in a one-time manner in our system.

With the learned relation between motor signal change
and visual change, the robot can precisely predict the motion
patterns of background features among adjacent frames.
In contrast, the actual motion patterns of foreground (i.e.,
moving objects) features will be obviously different from
the predictions because they have independent motions from
the robot. As a result, we can cluster image features into
background and foreground by measuring the discrepancy
between their actual motions and predictions.

In the ideal case, we can simply cluster the features with
zero discrepancy as background and others as foreground,
because the discrepancy between the predicted background
feature locations and their actual tracked locations will be
zero. However, due to asynchronous sensor/motor readings
and noisy feature tracking results, it is infeasible to pre-
select a threshold to separate the features. Additionally, the
systematic errors may be different under different camera
poses, which makes it impossible to find a single thresh-
old to separate the foreground and background features.
Therefore, in our system we automatically determine the
threshold on-line by fitting Gaussian mixture models using
the Expectation-Maximization algorithm, and cluster tracked
sparse features into background and foreground.

After the sparse features are labeled, we apply the Active
Contours (AC) method [12], [15] to segment the dense
foreground. The AC method runs in real-time, but it is not
robust to noisy labels and may not have good segmentation
on boundaries. We then apply the Graph-based Transduction
(GBT) method to smoothly transfer the labels from sparse
features to the unlabeled pixels [13], [5]. In other words, by
treating the labeled sparse features as training samples and
the unlabeled pixels as test data, the GBT method classifies
the unlabeled pixels into background and foreground in a
semi-supervised manner. One advantage of using GBT is
that it can transfer pixel labels by exploring the distribution
of pixel features in an image such that the labeling is robust
to noisy initial labels. The GBT learning has been widely
explored in the machine learning and image segmentation
areas [3], [28], [5]. In our work, we use the Spectral Graph
Transducer [13], [19] as our transductive classifier.

To summarize, the major contributions of our paper are:
(i) To the best of our knowledge, we are the first to use
motor signals for motion segmentation by clustering feature
prediction errors in one dimensional space. (ii) Expectation-
Maximization algorithm is applied to automatically select
the error threshold to cluster sparse features into background
and foreground. (iii) Graph-based Transduction is used to
transfer foreground/background labels from sparse features
to dense pixels.

II. RELATED WORK

Background subtraction is a popular technique for de-
tection of moving objects in image sequences and many
works [25], [22], [14], [6] have been published in this area.
In comparison to these works where pixel-level models are
used, we use sparse corner/edge features and these features
are more robust to lighting variations than ordinary pixels.

An edge-based method was proposed by Hossain et
al. [11] where connected edge pixels are traced to form
edge segments for background modeling. Yokoyama and
Poggio [27] presented a contour-based background model
for moving object detection. Contours are approximated as
line segments and background line segments are subtracted
in the new input image to separate out foreground objects.
The authors did not show how to handle non-linear contour
segments. In our method, we also consider contour fragment
features, which can be either straight or curved.

To deal with pan-tilt camera images, a background model
can be constructed by image mosaicing. Distinctive local
features can be used to calculate the geometric transfor-
mations between images and stitch these images to get a
panoramic view [2], [23], [1], [24]. This method requires a
highly-textured background, and may result in blurred edges
due to accumulated image registration error. In contrast, our
motion segmentation method does not need to maintain a
background model across a long sequence of images, and
hence does not accumulate registration error.



Criminisi et al. [4] fused motion and color cues with
temporal and spatial priors in a probabilistic framework to
achieve real-time foreground detection. This method deals
with only small camera motions, and needs different hand-
labeled segmentations for different environments. Further-
more, the weights of different cues need to be hand-tuned.

III. RELATION LEARNING FROM MOTOR SIGNAL
CHANGE TO VISUAL CHANGE

Our system takes every few adjacent frames as input
and separates the foreground objects from the background.
Across this small number of frames, the robot’s translation
is very small and the position changes of the background
features can be well approximated by homography transfor-
mations [9].

We will describe our motion segmentation approach based
on the experimental setup shown in Fig. 1, where the motor
signals are two dimensional pan and tilt positions. Although
this experimental setup is specific, the reasoning of this
paper is very general and can be easily extended to other
setups, for example, with higher dimensional motor signals.

Let u = {u1, u2} be the motor signal change, where u1

and u2 are the pan and tilt position changes respectively.
Let H be the visual change that corresponds to the motor
signal change u, where H is a 3x3 homography matrix. Our
goal here is to learn the relation f between the motor signal
change u and the visual change H .

The relation f can be constructed by hand for an ideal
pan-tilt camera. But for the webcam in Fig. 1, manual
construction of f can be complicated. This is because the
optical center of the webcam will change while the pan-
tilt unit moves beyond the standard horizontal plane (the
standard horizontal plane is the pan plane where there is zero
tilt). In addition, if the camera’s principle axis is not exactly
parallel to the standard horizontal plane, manual construction
will include large systematic errors. Another issue with
manual construction of f is that it will have to estimate
intrinsic camera parameters from camera calibration.

To avoid camera calibration, systematic errors, and com-
plexity of manual construction, we learn the function f
automatically in our system. Due to the observation that f
is an invariant and hence independent of the environment,
we learn it in an environment which has good textures in
order for different frames of images to be well registered
and has no objects moving in it. Note that this learning
process needs to be taken for only one time and the learned
relation will remain the same in any other environment.
The robot collects a set of images plus the corresponding
motor signals in this environment. It then estimates the
homography transformation H based on matched image
features and learns a mapping function f from motor signal
change u to visual change H without human intervention.

The homography transformation H is calculated based
on tracked local point features using the KLT method [20].

Since H has 8 degrees of freedom, it can only be obtained up
to a scale factor (from four or more pairs of corresponding
points) [9]. So we need to normalize H in order to learn
a continuous function between u and H . Across a small
number of frames, the robot translation is zero or very small,
and the homography matrix is equivalent or close to a pure
rotation matrix multiplied by a scale factor. In addition, the
camera pan and tilt will not have extremely large changes
across a few frames, and the last element of the rotation
matrix will be guaranteed to be non-zero. Thus we normalize
H such that its last element is always 1.

Each mapping relation from the motor signal change to an
element in the homography matrix is fitted as a polynomial
(a non-linear relation). In our experiments, the fitting error
becomes very small when the degree of the polynomials
grows to three. Let V H denote the stacked 8-dimensional
vector of H . The 10-dimensional motor signal vector V u is
defined as

V u
t = [u3
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T .

For each two frames that are captured within a small
number of time steps, we obtain a pair of V u and V H .
Suppose we have a number of n pairs of these vectors,
denoted by {V u

k , V H
k } (k = 1, ..., n). We stack all V u

k as
rows in a n× 10 matrix Au, and stack all V H

k as rows in a
n×8 matrix BH . Then the relation function f between motor
signal changes and homography matrices is learned as third
order bivariate polynomials from the following equation,

Auf = BH (1)

where f is a 10×8 matrix. Given any motor signal change,
we are able to get the predicted visual change from f .

After f is learned in one environment, it can be used in
any other arbitrary environment without re-learning.

IV. SPARSE BACKGROUND/FOREGROUND FEATURE
CLASSIFICATION

For a reference frame It, we detect two types of fea-
tures: corners and edges. Corner features are detected by
the KLT method, and edge features are extracted by the
Canny detector. The locations of the corners and sampled
edge points form our sparse feature set Pt. These sparse
features are tracked in It’s neighboring frames It+k (k =
{−M, ...,−1, 1, ...,M}). The tracked feature set in frame
It+k are denoted as Pt+k.

Given the motor signals at two frames t and t + k, the
homography matrix between the two frames is calculated
from

V H
k = V u

k f (2)

where V H
k can be unstacked to get the homography matrix

Hk.



From frame It to It+k, the background features should
be consistent with the transformation Hk, while the fore-
ground features will violate this transformation. Thus we
can classify the features based on the errors between the
actual tracked feature locations and their estimated locations
predicted from Hk. For each feature Pi tracked from It to
It+k, the error is defined as

di,t+k = min(ηd, ∥P̂i,t+k − Pi,t+k∥). (3)

where ηd is a bounding constant to avoid large errors from
incorrectly tracked features, Pi,t+k is Pi’s tracked location
in frame t + k, P̂i,t+k ∝ HkPi,t is Pi’s predicted location
in frame t+ k, and the last element of P̂i,t+k is normalized
to 1 (such that the error is measured directly in the image
space).

We then cluster the tracked features based on the error set
{di,t+k} (i = 1, 2, ..., Np). Note that this clustering process
is taken in only one dimensional space. To avoid distractions
from incorrectly tracked features, we assign {di,t+k} a
maximum limit ηd (10 pixels in our experiments). Due to
asynchronous sensor/motor readings, inaccurate parameter
estimation in f , and noisy feature tracking results, it is
difficult to pre-determine a threshold to divide {di,t+k}
into two groups. We use the EM algorithm to fit a two-
component Gaussian mixture model (corresponding to back-
ground/foreground) on {di,t+k}. The model is described by

Gt+k(d) =
∑

j={bg,fg}

wj
t+kg(d;µ

j
t+k, σ

j
t+k) (4)

where g(.) is the normal distribution, and wbg
t+k+wfg

t+k = 1.
Here the superscripts bg and fg correspond to background
and foreground respectively. At each frame t, the two Gaus-
sian components are initialized with the Gaussians estimated
in frame t − 1. We take the gaussian component with the
smaller mean as the background distribution.

Those features with a high average of likelihood from
Eq. 4 across frames It+k (k = {−M, ...,−1, 1, ...,M}) are
classified as background features and others as foreground
features in frame It. In our experiments, we set M = 3.

V. DENSE FOREGROUND SEGMENTATION

Given frame It, let the set of classified sparse features be
P = {(x1, l1), . . . , (xNp , lNp)} (Np is the number of labeled
features), where xi ∈ R5 is a pixel feature vector (consisting
of HSV color and 2D location) and li ∈ {+1,−1} is
the foreground/background label. Our goal is to classify
the remaining unlabeled pixels U = {xNp+1, . . . , xNp+Nu}
into background/foreground, where Nu is the number of
unlabeled pixels. We apply two approaches to achieve this
goal: Active Contours (AC) and Graph-based Transduction
(GBT).

Foreground Segmentation by the AC method: Given
sparse foreground features P fg ⊂ P , we first cluster them
into groups based on their 2D location distance. Any cluster
approaches can be used. In this paper, we adopt the k-
means algorithm. Clusters with a small number of features
are identified as outliers and are filtered out. We then find
the convex hull for each cluster, initialize an AC model
with the convex hull, and fit it to image edges. The AC
model uses piecewise splines to represent objects, and fits
the splines to object boundaries by minimizing a sum of
two energy terms: Internal Energy and External Energy.
The Internal Energy accounts for boundary smoothness, and
the External Energy evolves the model to fit with observed
image edges (Please see [12], [15] for details). This method
is very efficient in computation and works well for many
applications. However, since our AC model is initialized
with a convex hull, it may never converge to the real
object boundaries when the object shapes are non-convex. In
addition, the weights for the energy terms in the AC model
are hard to be tuned. As a result, small non-boundary edges
around the object boundaries can cause serious distractions.
Hence, we further propose using the GBT method to classify
the unlabeled pixels.

Foreground Segmentation by the GBT method: By
treating labeled pixels P as training data and unlabeled
pixels U as test data, we formulate the foreground seg-
mentation problem as a binary classification problem via
transductive learning. We aim at finding a transductive
classifier f(x) ∈ {+1,−1} in the feature space to classify
the test data. The basic idea of transductive learning is to
train a classifier, which has not only small training error
on the training data but also highly consistent outputs to the
distribution of the test data. This works well for the situation
with a small number of training examples and a large amount
of test data. Our foreground segmentation problem has a
good fit with this situation. In our work, we choose graph
as a tool to analyze the data distribution structure.

Let us define a graph G with P and U as vertices and
adjacent weight matrix W . Each entry w(xi, xj) of W is
defined by K(xi, xj) = exp(−∥xi−xj∥2

2σ2 ), where K(xi, xj)
is a symmetric function. We seek a function f(x) that
projects the graph vertices onto {+1,−1} such that we
have low training error on P and precise label assignments
(clustering) on P + U . In other words, we integrate graph
clustering and classification targets together. The objective
function is,

min
f

fTLf + λ(f − b)TC(f − b), (5)

subject to fT 1 = 0 and fT f = n

where n is the pixel number of an image, b ∈ Rn with each
dimension b(i) = 2

√
(n−/n+) for positive labeled data and

b(i) = − 2
√
(n+/n−) for negative data (n+ and n− are the

numbers of positive and negative labeled data), Laplacian



Figure 2. Detection results for static camera case (best viewed in pdf). The columns show the original images, ground truth, detection results by GMM,
classified sparse features (green and red represent background and foreground respectively) by MSMS, and segmentation results by MSMS-AC. The GMM
method tends to produce black holes on the foreground objects and spreading misclassified pixels over the whole image when illumination condition
changes. In contrast, the MSMS method gives better results in these situations.

matrix L = D −W with Dii =
∑

xj
w(xi, xj), and C is a

diagonal matrix assigning penalty to any misclassification of
the training examples. The first term measures the disconti-
nuity of the graph bi-partition and the second term computes
the training errors on the labeled data. The parameter λ
controls the tradeoff between training error and clustering
quality. We adopt the Spectral Graph Transducer [13], [19]
as our transductive classifier.

VI. EVALUATION

The relation between motor signal change and visual
change is learned from different sensor positions. In the 2D
motor signal space {u1, u2}, we draw 32 evenly distributed
rays shooting out from the point (u1, u2) = (0, 0). On each
ray, we select 16 evenly spaced points including the point
(0, 0). Thus we have 32×15+1 different points, and at each

such point we collect an image. The transformations between
each two significantly overlapped images are obtained by
tracked KLT features. We use the motor signal changes and
the calculated image transformations to learn f in Eq. 1. This
learning process is performed once and no user intervention
is needed.

To evaluate the proposed motor signal based motion
segmentation (MSMS) method, we collected five datasets.
Two of them were used to evaluate the static camera case,
and the remaining three were used for the dynamic camera
case. For each dataset, we manually labeled the foreground
objects every five frames as the ground truth. We tracked
features in its 6 neighboring frames (i.e., M = 3). For
quantitative evaluation, the detection accuracy is defined as
AI/AU , where AI and AU are the areas of the intersection



and union between the detected foreground and the ground
truth respectively.

A. Static Camera Case

First we compare the performance of MSMS with GMM
(Gaussian Mixture Model) when the camera is static. We
use the GMM implementation [14] in OpenCV. Since the
camera is static, there is no motor signal change and
the homography transformation H remains constant as an
identity matrix. Thus the step of learning f is excluded in
the system. We apply only the sparse feature classification
and dense pixel segmentation steps, and test the system on a
“book” dataset and a “hard-drive box” dataset. Both datasets
have significant illumination changes because the webcam’s
light auto-adjust function is enabled. The light auto-adjust
function usually takes effect when the object moves from
very close to the camera to far away, or vice versa.

Fig. 2 illustrates some visual results for qualitative com-
parison on the “book” and “hard-drive box” datasets, and
Fig. 3 (a) shows the average foreground detection accuracy.
It clearly shows that MSMS is superior to GMM (with more
than 20% improvement). This is because the GMM method
often produces a large number of noisy pixels spreading
over the whole image when the illumination changes due to
objects moving close to or far away from the camera and
reflections on the objects. Moreover, GMM needs sufficient
frames to learn a stable pixel-level background model. In
contrast, the proposed MSMS method is more robust to
illumination changes, and more importantly it only needs
a few frames to detect foreground and background sparse
features.
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Figure 3. Quantitative evaluation results. (a) shows the average detection
accuracy in static camera case. (b)-(d) show the detection accuracy for
the “tea-box”,“football”, and “toy-pig” datasets in dynamic camera case.
MSMS-AC and MSMS-GBT represent the results for motor signal based
motion segmentation with AC and GBT.

Table I
DETECTION ACCURACY COMPARISON FOR DYNAMIC CAMERA CASE

Accuracy tea box football toy pig average
RANSAC-AC 63.6 61.1 64.5 63.1
RANSAC-GBT 69.7 65.5 68.1 67.8
MSMS-AC 75.3 68.0 69.3 70.9
MSMS-GBT 82.9 79.5 79.5 80.6

B. Dynamic Camera Case

To further demonstrate the performance of the MSMS
method, we conduct experiments on three datasets (“tea-
box”, “football”, and “toy-pig”) captured from a dynamic
camera. The camera has significant viewpoint change, and
the foreground objects have large translation, rotation, and
scale change. For the sake of computational efficiency in
the GBT method, we over segment an image into super-
pixels (about 1,200 super-pixels for each image on average)
using the image segmentation method proposed in [7], and
neighboring super-pixels are connected to build a graph.

Fig. 4 shows some typical images of the detected objects
for qualitative evaluation. The AC method is simple and fast,
but it may miss boundary details. For example, as shown
in column (f), the AC method fails to segment part of the
hand because there are few or no detected features on it.
This is because its performance relies on the quality of
sparse feature detection (column (e)). Moreover, in row 3
the AC method extracts extra regions from the background
because its initialized shape by a convex hull is significantly
different from the real object boundary. In order to preserve
more details on the boundaries, we further apply the GBT
method in our system. From column (g), we can see the GBT
method segments the moving objects with better boundaries,
since it makes use of the distribution of pixel features for
segmentation.

We conduct a set of baseline experiments using RANSAC
which directly fits a homography transformation to the
background features. The sparse features that do not fit the
homography are classified as foreground. Then we use the
AC and GBT methods with the same setting to segment
the foreground. The results are shown in Fig. 4 column
(c) (classified sparse feature) and column (d) (segmentation
results). Comparing the classified sparse features obtained
by RANSAC (column (c)) and MSMS (column (e)), we can
see the RANSAC method misclassifies many background
features that are close to the moving object into foreground.
As a result, many background regions are segmented as
foreground (as shown in column (d)).

Table I illustrates the quantitative results for both the
RANSAC and MSMS methods with the AC and GBT
foreground segmentation. On average, the MSMS-GBT im-
proves the performance about 13% over RANSAC-GBT, and
about 10% over MSMS-AC.

Fig. 5 shows some detection results for a non-rigid



(a) (b) (c) (d) (e) (f) (g)

Figure 4. Detection results for dynamic camera case (best viewed in pdf). Collums (a)-(g) show the original images, ground truth, classified sparse features
by RANSAC (background shown as green and foreground red), segmentation results by RANSAC-GBT, classified sparse features by MSMS, segmentation
results by MSMS-AC, and segmentation results by MSMS-GBT, respectively.

Figure 5. Detection results by MSMS-GBT for a walking person (dynamic camera case).

object: a walking person. Our motion segmentation approach
performs well in this video, where the foreground object has
large depth and shape change.

VII. CONCLUSION

We have presented a motion segmentation approach using
motor signals. The approach clusters sparse image features
into background and foreground in only one dimensional
space. It is robust to illumination changes, adapts fast to the
environment, and does not suffer from accumulated image
registration error.

Currently in our system we use temporal information
only for a few frames to help foreground object detection.
We will investigate how longer temporal information can
be integrated into the system. We will also set up an
experimental environment for a mobile robot and evaluate
the performance of the proposed approach. A combination
of the RANSAC and MSMS methods will be investigated
to improve segmentation accuracy.
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