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Abstract— Autonomous tool manipulation tasks are challeng-
ing for robots because they must reason over the tool’s object
affordances, how to grasp the tool so it may be used, how
the tool will interact with other objects in the environment,
and how to perform the complex tool affordances to complete
the manipulation task. Focusing on tool grasping presents
further challenges, specifically generalization to novel tools and
modeling the problem in an explainable way suitable for safety-
critical task domains, such as robots operating autonomously
to perform repair tasks in NASA lunar habitats. In this work,
we focus on grasping tools in an explainable way that can be
generalized to novel tools. We present a logistic regression based
grasp reflex model, which maps continuous end-effector sensor
data to a set of discrete symbolic states. An adjustment policy
uses these symbolic states to compute the appropriate gradient
to change the end-effector pose and increase the probability of
a secure tool grasp. Once the tool grasp is sufficiently secure,
the robot proceeds with the rest of the manipulation task. We
test our grasp reflex model on 6 novel tools, and find that the
model achieves one-shot generalization by successfully using
tactile servoing to secure grasps from one example of a secure
grasp state. The robot’s ability to learn to grasp tools in an
explainable way that achieves one-shot generalization to novel
tools demonstrates the power of our grasp reflex model in
allowing robots to achieve autonomous tool manipulation tasks.

I. INTRODUCTION

As robots become more capable and take on more tasks,
autonomous tool manipulation will be an important task
for robots to accomplish. Not only do we want robots to
be able to use tools, but we want robots to be able to
generalize their knowledge and apply their learned behaviors
to a wide variety of tools without significant retraining. Tool
manipulation is of particular interest for robotics since it
requires understanding of the tool’s object affordances [14],
grasping the tool intentionally so it may be used in the
subsequent manipulation task, reasoning over object-centric
interactions [2], [15] between the tool and other objects,
and executing complex tool-use behaviors through compo-
sition [33] and sequencing [7] of lower-level actions. In this
work, we focus on learning to grasp tools in a way that
generalizes to novel tools.

Autonomously grasping tools presents a number of chal-
lenges. Data-driven approaches show significant promise, but
neural network based algorithms reduce the explainability of
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Fig. 1: A robot using a grasp reflex model to iteratively adjust
its grasp until a secure grasp is achieved.

the learned model. While these algorithms have proven to
generalize well to novel tools, inexplicable black box algo-
rithms cannot be trusted in safety-critical task domains [29],
[30]. The challenge we aim to address in this work is how
to use a data-driven approach to learn to grasp tools using a
simple explainable model that generalizes to grasping novel
tools not present in the training data.

We take inspiration from a human grasp reflex by allowing
the robot to adjust its grasp. As seen in Figure 1, the robot
will attempt a grasp on the tool, validate the grasp using
sensor data, and adjust the grasp as needed until the tool is
securely grasped. By allowing for adjustments to the grasp,
we simplify the learned model to map from sensory input to
a small set of discrete states that can be adjusted to improve
the grasp quality. This approach of adjusting the grasp to
increase the probability of a secure grasp is tool-agnostic,
and can generalize to unseen tools.

In this paper, we present a logistic regression based grasp
reflex model for multi-fingered end-effectors. Our grasp
reflex model maps from multi-fingered end-effector sensor
data to a set of discrete symbolic states. We use a policy that
adjusts the grasp according to the detected symbolic state in
order to increase the probability of a secure power grasp.
Once the robot is reasonably confident the grasp around
the tool is secure, it proceeds with the rest of the tool
manipulation task. In constructing our grasp reflex model,
logistic regression analysis identified statistically significant
interactions between tool-agnostic model variables. We test
the generalization of our model on a set of 6 novel tools,
and find that our grasp reflex model achieves one-shot tactile



servoing on these tools with a success rate of about 0.73. This
success rate indicates that the grasp reflex model accurately
captures grasping relationships for tools similar to the tool
used for training, but may not sufficiently secure grasps on
tools that are significantly different in size, shape, or weight
from the training tool. Our work in multi-fingered end-
effector grasp reflex modeling for one-shot tactile servoing
demonstrates the power of training a simple explainable
grasp reflex model that generalizes to novel tools and fur-
thers robots’ capabilities of autonomously performing tool
manipulation tasks.

II. RELATED WORK

A. Grasping in Object Manipulation Tasks

Robot grasping aims to restrain and manipulate objects,
and comes with unique challenges of controlling an end-
effector while achieving contacts with and applying forces to
objects [5]. Many works have explored solving the problem
of robot grasping. Approaches to grasping are analytic (geo-
metric) or data-driven (empirical); model-based (which often
involves pose estimation of known objects) or model-free
(which aims for generalized grasps on novel objects) [19];
and discriminative (probabilistically ranking grasp candi-
dates) [38], generative (generating grasp candidates) [41], or
hybrid (combining modeling and learning techniques) [25].
Robot grasping can be performed autonomously, with real-
time teleoperation from a human operator, or with au-
tonomous assistance to the operator [20]. Grasping is highly
dependent on the robot hardware, as gripper designs support
different grasp configurations and affect how the robot will
interact with objects [6], [10], [11], [1].

Grasping for tool manipulation tasks presents sev-
eral unique challenges. Tool manipulation tasks require
manipulation-oriented grasps [40], in which tools are grasped
for use in further manipulation tasks [12]. Tool grasp re-
quirements constrain grasping tasks such that finding optimal
grasps can be formulated as a search problem [40]. We take
inspiration from searching for grasps [40] by testing and
verifying successful tool grasps with sensory feedback [17].

B. Tactile Servoing

Because we expect the robot to try tool grasps and
verify the grasp based on sensor data, we considered tactile
servoing methods. A counterpart to visual servoing, tactile
servoing uses data from tactile or contact sensors to control
a robot [24]. Tactile servoing is essential for autonomous
dexterous manipulation and in-hand manipulation. Since
tactile servoing methods utilize the abundant sensory signals
from arrays of tactile contact sensors to estimate contacts and
forces between end-effectors and objects, these approaches
typically rely on multi-fingered robot hands as opposed to
grippers in order to provide more sensory information [18].

Many works explore the variety of control tasks that
can be achieved through tactile servoing [39], [23]. Visual
and tactile servoing can often work together, with vision
information improving tactile servoing methods and tactile
information improving visual servoing methods [8]. For

example, exploratory tactile servoing or active touch can be
applied to identifying object shapes through active percep-
tion [21]. Combining visual and tactile feedback has also
been explored for tool grasping and manipulation tasks [17].

Since tactile servoing methods typically rely on large
amounts of data from tactile sensor arrays, many works uti-
lize data-driven machine learning approaches. Several works
utilize algorithms such as convolutional neural networks [45],
deep learning neural networks [22], or offline neural network
based learning [42]. While these algorithms have proven ef-
fective, these black box models reduce explainability, which
can be problematic for safety-critical problem domains [29],
[30]. In this work, we take inspiration from data-driven
learning from demonstration approaches [42] but aim to
process our sensor data using a more explainable model for
use in safety-critical applications.

C. Human-Inspired Grasp Reflex

The human grasp reflex has been well studied in develop-
mental psychology. In newborn humans, the palmar reflex is
an involuntary response in which babies close their fingers
around an object when the palm is touched. This reflex
disappears at a young age when babies are able to voluntarily
use their hands and grasp objects [13], [27].

Since tactile servoing often relies on multi-fingered robot
end-effectors, many works turn to biologically-inspired and
human-inspired multi-fingered grasps. To mimic the vast
amount of sensory information provided by human hands,
some works outfit robot hands with large arrays of tactile
contact sensors [28]. Many works explore training robot end-
effectors to mimic human grasp reflexes to assist people who
use prosthetic hands [37] and aid people in recovering from
paralysis through robotic rehabilitation [31].

Several works take biological inspiration for the algo-
rithms themselves. For example, one work takes inspiration
from human grasps and assumes uniform contact between
all fingers and the object is required for a secure grasp [26]
rather than exploring the true model of the robot grasp.
Tomovic et al. [44] attempt to geometrically model the
object being grasped using a number of geometric primitives
in order to simplify a human-inspired generalized grasp.
Deckers et al. [9] demonstrate that robots can learn to
grasp objects based on proprioceptive information from a
gripper using reinforcement learning. Another work models
a grasp reflex using biological neuron models [3] as op-
posed to the artificial neuron models in neural networks.
Tieck et al. [43] propose a biologically-inspired spiking
neural network, which achieves one-shot learning on sphere,
cylinder, and pinch grasp primitives. While these works
demonstrate the power of biologically-inspired algorithms,
we aim to explore simpler more explainable algorithms for
a human-inspired robotic grasp reflex.

Rather than imitating biological systems, artificial reflex
control (ARC) aims to create an analogous approach [4],
resulting in a simpler more explainable reflex model. ARCs
analyze sensory data to learn patterns of response. ARCs



emphasize the importance of responding to sensory infor-
mation, and map sensory patterns to appropriate joint states
to create the reflex behavior [4]. He et al. [16] apply ARCs
to demonstrate an open/close gripper reflex that responds
to pressure, similar to a human baby’s pressure-based grasp
reflex. We take inspiration from ARC principles and aim to
apply ARCs to more complex tool manipulation tasks. We
also aim to learn the mapping function from sensory inputs
to joint states to reduce knowledge engineering and hand-
written rules required in past ARC implementations [4].

III. METHODS

A. Problem Formulation

To perform tool manipulation tasks, the robot must first
securely grasp the tool. We aim to model a grasp reflex that
guides the robot’s fingered end-effector to achieve a secure
grasp. Due to uncertain nondeterministic robot motion, we
expect the robot to attempt a grasp, detect the state of
the fingered end-effector relative to the tool, and adjust the
relative poses and configurations until the grasp is secure.

The end-effector state at time t is represented by the end-
effector pose xt ∈ SE(3) and the end-effector joint config-
uration qt ∈ C for configuration space C. We assume we
have a set of actions A = {a1, · · · , an} such that each action
represents a translational or rotational control adjustment
along one of the end-effector basis directions. At time t,
we aim to express the continuous end-effector state xt,qt

as a discrete symbolic state st. The symbolic states si ∈ S
are defined as the prerequisite states for the actions ai ∈ A,
such that each symbolic state represents a disjoint region of
the continuous state space, indicating the appropriate grasp
adjustment action. Once the symbolic state st is identified,
the robot can adjust its grasp on the tool using the policy
π : S → A, where π(si) = ai for all 1 ≤ i ≤ n.
After making a sequence of adjustment actions a1, · · · , at,
the robot will have secured a grasp on the tool when the
predicted probability of a secure grasp in the current state
is above probability threshold p∗. The robot has achieved a
secure grasp at time t when P̂ (st = ssecure grasp) > p∗.

B. Problem Statement

The goal of our work is to model the unknown function
f that maps end-effector information xt,qt and a reference
secure grasp configuration q∗ ∈ C for the tool being grasped
to one of the symbolic states si ∈ S with known adjustment
actions ai ∈ A. In particular, we need to learn the function
f : SE(3)× C × C → Rn, which maps end-effector state
information and a reference secure grasp configuration to
the probability predictions for each symbolic state. Let

f(xt,qt,q
∗) = vt =

 vt,1
...

vt,n

 =

 P̂t(s1)
...

P̂t(sn)

 (1)

where the elements of output vector vt give probability
predictions for symbolic states s1, · · · , sn. The model f clas-
sifies end-effector state information at time t into symbolic

states as

st = argmax(vt) = argmax
1≤j≤n

(vt,j) (2)

which selects the state with the greatest predicted probability.
This state classification st is fed into the policy to determine
the adjustment action at = π(st). The grasp is secured when
the model f predicts the probability for state ssecure grasp is
above probability threshold p∗. Let sj = ssecure grasp for some
1 ≤ j ≤ n and vt,j be the predicted probability of state sj
at time t, as seen in Equation 1. The robot’s grasp is secure
at time t when vt,j = P̂t(sj) = P̂t(ssecure grasp) > p∗.

C. Grasp Reflex Model

We propose a grasp reflex model, which models function
vt = f(xt,qt,q

∗) in Equation 1 as a logistic regression
model. For some reference tool, a reference secure grasp joint
configuration q∗ should be recorded, either with assistance
from a human operator or learned from experience. The n
basis adjustment actions and corresponding symbolic states
will be defined for the robot’s fingered end-effector. The
definitions used for our implementation are described in
Section IV-A. To train the grasp reflex model, data must be
collected demonstrating examples of each of the n symbolic
states, possibly hand labeled through teleoperation of the
robot. For each example, end-effector pose and configuration
information should be recorded for the best modeling.

Performing a logistic regression analysis on all collected
variables as well as interactions between variables will
identify which proprioceptive sensor data is most relevant to
identifying the symbolic states for the fingered end-effector.
Once statistically significant variables are identified, the final
grasp reflex model can be trained and validated.

Note that validation accuracy of the grasp reflex model will
quantitatively evaluate the model’s accuracy in predicting the
symbolic states according to the hand labeled training data,
and will only give a small indication of the performance.
Full evaluation is determined when the grasp reflex model is
deployed on the robot and used to direct the robot to secure
grasps on different tools, as described in Section IV-C.

IV. EXPERIMENTS AND RESULTS

We aimed to model the grasp reflex for a PSYONIC
Ability Hand [34], [35] mounted on NASA Johnson Space
Center’s Valkyrie robot [36]. The PSYONIC hand has 6
joints: one for each of the 4 fingers and 2 in the thumb
(roll and pitch). We wanted Valkyrie to carry tools onboard,
so Valkyrie was outfitted with a tool holster on its right hip.
Since the tool holster is rigidly attached to the robot’s hip,
it was added to the robot model, described in the Unified
Robot Description Format (URDF) [32]. The holster’s pose
was used as the initial guess for all autonomous grasp
attempts, but the actual pose of the tool is not known. Due
to uncertainty and nondeterminism in the robot motion, the
robot needs to use tactile servoing to adjust its grasp from
this initial guess. Figure 2 shows our experimental setup.



Fig. 2: NASA Johnson Space Center’s Valkyrie robot (left)
with the PSYONIC Ability Hand mounted (center) and a tool
holster on the right hip (right).

Fig. 3: The action space is defined by small translational
offsets along each of the end-effector x, y, z basis directions.

A. Action and State Space Definitions

1) Basis Adjustment Actions: The fingers of the PSY-
ONIC hand are strong enough that small rotational offsets
did not affect the success of the grasp. If the hand’s rotation
varied slightly from the rotation of the tool, the fingers
pulled the hand’s rotation into alignment with the tool when
it attempted a grasp. For this reason, we considered only
positive and negative translational offsets along the end-
effector x, y, z basis directions for our action space, as
seen in Figure 3. Each translational offset corresponds to
an adjustment δ of the end-effector pose xt along one of the
basis directions. For our implementation, we used δ = 0.03
meters along the basis directions. We found that this offset
resulted in small enough adjustments as to not overshoot a
secure grasp, which could lead to a local minimum when
searching for a secure grasp.

2) Symbolic States: Each action in the action space cor-
responds to a symbolic state that will be identified based on
our grasp reflex model prediction as in Equation 2. These
symbolic states indicate the pose of the end-effector relative
to the tool being grasped. We refer to these symbolic states
using intuitive colloquial terms, for example “too far” or “too
high”. We also found it useful to denote different secure
states, for example when the thumb is securely grasping
the tool, when 2 or more fingers are securely grasping the
tool, etc. The symbolic states do not provide any criteria
for grasp security, however we gathered training data for
different variations of secure grasps. Note that the colloquial
labeling of and differentiation between these symbolic states
is ultimately up to the discretion of the operators based on
the particular fingered end-effector and robot hardware in

Fig. 4: Set of tools used for experiments, including the ref-
erence drill (top) used for training. The novel tool instances
(bottom) from left to right: compressed air can, selfie stick,
screwdriver, level, gyroscopic drill, paint scraper.

use. The only requirement for our method is that there are
n symbolic states corresponding to adjustments that can be
made by the n basis actions.

3) Grasp Adjustment Policy: Based on the action and state
space definitions provided above, we define the following
policy (visualized in Figure 3) for adjusting the PSYONIC
hand’s pose xt relative to the tool in state st:

at = π(st) =



xt st = sno contact

xt + δ[1, 0, 0] st = stoo backward

xt − δ[1, 0, 0] st = stoo forward

xt + δ[0, 1, 0] st = stoo far

xt − δ[0, 1, 0] st = stoo close

xt + δ[0, 0, 1] st = stoo low

xt − δ[0, 0, 1] st = stoo high

xt st = ssecure grasp

(3)

Note that state ssecure grasp covers all of the different secure
states mentioned in Section IV-A.2. Also note that state
sno contact cannot be adjusted. However, it is important to
include this state in the grasp reflex model to identify when
not enough information is available to adjust the grasp.

B. Trained Grasp Reflex Model

We selected a drill as the reference tool to train our grasp
reflex model, as seen in Figure 4. This tool was selected
because it is symmetrical, relatively easy for the PSYONIC
hand to grasp, and not too heavy. By placing the tool in
the robot’s hand, we acquired a reference joint configuration
q∗

drill for a secured grasp around this drill.
For each symbolic state in the state space, we teleoperated

the robot to 10 examples of that state. At each of these
states, we recorded 10 data points in order to characterize
sensor noise. This gave us 100 data points per symbolic
state to train our grasp reflex model. For each data point,
we recorded data on the commanded and actual end-effector
poses, commanded and actual joint states, and distances of
each joint from the reference secured joint configuration.
This data was split into training and validation sets for the
construction of our grasp reflex model.

We performed a logistic regression analysis to identify rel-
evant variables and to explore interactions between variables.
This analysis identified the following variables as statistically



significant (with p-value p < 0.01 for each variable’s effect
on the predicted state):

• Interaction between (multiplication of) the index and
pinky distances between reference secure configuration
and current configuration

• Interaction between (multiplication of) the middle and
pinky distances between reference secure configuration
and current configuration

Our final trained grasp reflex model f̂ is the logistic re-
gression approximation of Equation 1. Let dj = ∥q∗j − qj∥
be the distance between the reference secure and current
configuration for end-effector joint j. Based on our logistic
regression analysis, the final form for our learned grasp reflex
model f̂ is f̂(xt,qt,q

∗) = 1
1+e−ut

where:

ut = c0 + c1(dindex · dpinky) + c2(dmiddle · dpinky) (4)

with learned model coefficients c0, c1, c2. Interestingly, the
statistically significant variables indicate that not all fin-
gers are required for the end-effector to securely grasp the
tool, indicating redundancy in our fingered end-effector. The
logistic regression analysis also indicated that the model
is statistically significant with p-value p << 0.001. This
indicates that we reject the null hypothesis, and there is a
significant relationship between the identified variables and
the symbolic grasp states. When validating the accuracy of
this model against the validation data, the grasp reflex model
achieved about 89% accuracy in identifying the symbolic
grasp states.

C. Generalization to Novel Tool Instances

To test the grasp reflex model’s ability to secure tool grasps
in real-world tool manipulation tasks, we deployed our final
trained model f̂ on the Valkyrie robot. We wanted to test
the grasp reflex model’s ability to secure grasps on both the
drill used for initial model training, as well as novel tools.
We considered a set of 6 novel tools, as seen in Figure 4.

For each tool k, we placed the tool in the robot’s hand and
acquired a single reference joint configuration q∗

k for a secure
grasp around the tool. Note that this single reference secure
configuration for each tool means we are asking our trained
grasp reflex model f̂ to perform one-shot tactile servoing
on novel tools. To secure a grasp on tool k at time t, the
robot used our grasp reflex model f̂ , current end-effector
state xt,qt, and reference secure joint configuration q∗

k to
predict the symbolic state st = argmax(f̂(xt,qt,q

∗
k)). This

state was then fed to the policy function π (Equation 3) to
find the action at = π(st) that would allow the robot to
adjust its grasp on the tool and increase the model’s predicted
probability of a secure grasp. The robot would continue ad-
justing its grasp based on the grasp reflex model’s predictions
indefinitely until the grasp was sufficiently secure. When the
grasp reflex model predicted that the current state was secure
P̂t(ssecure grasp) > p∗, the robot would pull the tool from the
tool holster and continue with the tool manipulation task. We
used an intentionally low probability threshold p∗ = 0.10
for detecting secure grasps to stress test the grasp reflex

model’s ability to accurately detect states in the context of
tool manipulation tasks.

For each tool, we performed 6 trials, with each trial
beginning with a different initial guess on the grasp (noise
was added to the tool holster pose to alter this initial guess).
For each trial, we recorded whether the grasp resulted in a
secure in-hand grasp and a secure manipulation grasp. Here,
we consider in-hand grasps secure if the robot successfully
pulled the tool from the holster without dropping it to
the ground. We consider manipulation grasps secure if a
human operator could not pull the tool from the robot’s
hand without backdriving the PSYONIC finger joints. The
resulting grasp success rates for each individual tool as well
as the cumulative grasp success rates are shown in Table I.
Examples of one-shot tactile servoing instances for each of
the 6 novel tools can be seen in Figure 5.

D. Practical Interpretation of Grasp Reflex Model

The set of 6 novel tools was selected to stress test how well
the grasp reflex model generalizes to novel tools. The novel
tools were selected because they differed from the reference
drill in size, graspable surface area, symmetry, weight, and/or
weight distribution. In testing these tools, we found hardware
limitations of the specific end-effector we modeled. In partic-
ular, the compressed air can and selfie stick seemed to mark
the upper and lower limits, respectively, of how big around
an object could be for the PSYONIC to securely grasp. Even
with help from a human operator, it was difficult to obtain the
reference secure joint configurations q∗

air can and q∗
selfie stick.

Due to the hardware limitations, these objects are likely not
practical for the end-effector to reliably manipulate in tool
manipulation tasks. For this reason, Table I notes both the
total cumulative in-hand and manipulation success rates for
all 7 tools as well as the total practical cumulative in-hand
and manipulation success rates for the 5 practical tools.

Even when considering the impractical tools, the grasp
reflex model achieves manipulation grasps with a success rate
of 0.60, indicating that the grasp reflex model effectively
models the symbolic grasp states for the end-effector and
generalizes to novel tools, achieving secure grasps more
often than not. However, when we consider only the tools
that can be practically manipulated given the end-effector
hardware, the grasp reflex model achieves a higher manip-
ulation grasp success rate of 0.73. Furthermore, since our
definition of manipulation grasp is much more constrained
than our definition of in-hand grasp, we expect manipulation
grasps to be generally more difficult to achieve. Regardless of
whether we consider the practical tools or all tools, the grasp
reflex model achieves in-hand grasps with a success rate of
over 0.97. This indicates that depending on how secure a
grasp is required, our grasp reflex model achieves secure
grasps with high fidelity without hand-tuned parameters or
re-tuned parameters for generalization to different tools.

V. DISCUSSION AND CONCLUSION

The robot’s ability to successfully grasp novel tools with
one-shot tactile servoing demonstrates the modeling and



Tool Practical for In-Hand Grasp Manipulation Grasp
End-Effector Success Rate Success Rate

Drill Yes 1.00 1.00
Screwdriver Yes 1.00 0.83

Paint Scraper Yes 1.00 0.67
Level Yes 0.83 0.67

Gyroscopic Drill Yes 1.00 0.50
Selfie Stick No 1.00 0.33

Compressed Air Can No 1.00 0.17
TOTAL - 0.98 0.60

PRACTICAL TOTAL - 0.97 0.73

TABLE I: Results across 42 tool manipulation trials, with 6 trials per tool. We consider in-hand grasps secure if the robot
did not drop the tool, and manipulation grasps secure if a human operator could not pull the tool from the robot’s hand. The
drill performs the best, since this tool was used to train the grasp reflex model. Other tools are more challenging since they
differ from the drill in terms of size (paint scraper), graspable surface area (level), and/or weight distribution (front-heavy
gyroscopic drill). Note that the selfie stick and compressed air can are not practical for the given end-effector, as they
represent the lower and upper limits, respectively, of what can reasonably be grasped by the PSYONIC hand.

(a) Screwdriver: SUCCESS (b) Paint Scraper: FAILED (c) Level: FAILED

(d) Gyroscopic Drill: SUCCESS (e) Selfie Stick: SUCCESS (f) Compressed Air Can: SUCCESS

Fig. 5: Random trials of the grasp reflex model for one-shot tactile servoing on novel tools. Note that in all trials, in-hand
grasps were achieved, but manipulation grasps may or may not have been achieved.

generalization capabilities of our proposed grasp reflex
model. Because our grasp reflex model is trained from a
logistic regression model, it is not a black box (such as a
neural network), and therefore could be flight certified for
NASA space applications, where safety is critical and model
explainability is required. We demonstrate the power of grasp
reflex modeling to allow robots to grasp tools and achieve
one-shot generalization on novel tools without relearning or
re-tuning the grasp reflex model parameters.

Future work includes extending to a larger action space,
specifically rotational adjustments. Training the grasp reflex
model over a set of representative tools (rather than just
a single reference tool) could improve grasp success rates
by modeling a distribution over challenging features such as
tool size and weight distribution. This grasp reflex modeling
approach could be generalized to different types of tool
grasps—such as precision grasps—rather than just the single
overhand power grasp modeled in this work. The robot
could learn from experience about each object it grasps,
such as learning the reference close configuration for each
tool or learning from failure cases to improve performance.

Finally, we found that stress testing the grasp reflex model
exposed hardware limitations of the end-effector, and further
modeling and stress testing could improve our understanding
of the practical capabilities of a given end-effector.

In this work, we proposed a grasp reflex model that classi-
fied end-effector state information into meaningful symbolic
states. By taking adjustment actions from these symbolic
states, the robot achieved secure tool grasps. Furthermore,
our grasp reflex model effectively modeled the relationship
between end-effector joint data and these adjustable symbolic
states, allowing the robot to achieve one-shot tactile servoing
to secure grasps on novel tool instances. Our work in
grasp reflex modeling demonstrates the robot’s ability to
autonomously perform tool manipulation tasks with one-shot
generalization to novel tools.
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