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ADVANCES IN ARTIFICIAL INTELLIGENCE  (AI) and robotics 
have raised concerns about the impact on our society of 
intelligent robots, unconstrained by morality or ethics.7,9

Science fiction and fantasy writers over the ages have 
portrayed how decisionmaking by intelligent robots and 
other AIs could go wrong. In the movie, Terminator 2,  
SkyNet is an AI that runs the nuclear arsenal “with a 
perfect operational record,” but when its emerging 
self-awareness scares its human operators into trying to 
pull the plug, it defends itself by triggering a nuclear 
war to eliminate its enemies (along with billions of 
other humans). In the movie, Robot & Frank, in order to 
promote Frank’s activity and health, an eldercare robot 
helps Frank resume his career as a jewel thief. In both 

of these cases, the robot or AI is doing 
exactly what it has been instructed to 
do, but in unexpected ways, and with-
out the moral, ethical, or common-
sense constraints to avoid catastrophic 
consequences.10

An intelligent robot perceives the 
world through its senses, and builds its 
own model of the world. Humans pro-
vide its goals and its planning algo-
rithms, but those algorithms generate 
their own subgoals as needed in the 
situation. In this sense, it makes its 
own decisions, creating and carrying 
out plans to achieve its goals in the 
context of the world, as it understands 
it to be.

A robot has a well-defined body that 
senses and acts in the world but, like a 
self-driving car, its body need not be 
anthropomorphic. AIs without well-
defined bodies may also perceive 
and act in the world, such as real-
world, high-speed trading systems or 
the fictional SkyNet.

This article describes the key role of 
trust in human society, the value of mo-
rality and ethics to encourage trust, and 
the performance requirements for mor-
al and ethical decisions. The computa-
tional perspective of AI and robotics 
makes it possible to propose and evalu-
ate approaches for representing and us-
ing the relevant knowledge. Philosophy 
and psychology provide insights into 
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 key insights
˽˽ Trust is essential to cooperation,  

which produces positive-sum outcomes 
that strengthen society and benefit its 
individual members.

˽˽ Individual utility maximization tends  
to exploit vulnerabilities, eliminating 
trust, preventing cooperation, and  
leading to negative-sum outcomes  
that weaken society.

˽˽ Social norms, including morality and 
ethics, are a society's way of encouraging 
trustworthiness and positive-sum 
interactions among its individual 
members, and discouraging negative-sum 
exploitation.

˽˽ To be accepted, and to strengthen our 
society rather than weaken it, robots must 
show they are worthy of trust according  
to the social norms of our society.
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ety, and thus should be trustworthy, it 
is important to understand how trust 
and social norms contribute to the suc-
cess of human society.

“Trust is a psychological state com-
prising the intention to accept vulnera-
bility based upon positive expectations 
of the intentions or behavior  
of another.”28

Trust enables cooperation. Coopera-
tion produces improved rewards. When 
a group of people can trust each other 
and cooperate, they can reap greater re-
wards—sometimes far greater re-
wards—than a similar group that does 
not cooperate. This can be through divi-
sion of labor, sharing of expenses, 
economies of scale, reduction of risk 
and overhead, accumulation of capital, 
or many other mechanisms. 

It is usual to treat morality and eth-
ics as the foundations of good behav-
ior, with trust reflecting the reliance 
that one agent can have on the good 
behavior of another. My argument 
here inverts this usual dependency, 
holding that cooperation is the means 
by which a society gains resources 
through the behavior of its individual 
members. Trust is necessary for suc-
cessful cooperation. And morality 
and ethics (and other social norms) 
are mechanisms by which a society 
encourages trustworthy behavior by 
its individual members.

As a simple example, suppose that 
you (and everyone else) could drive any-
where on the roads. (This was actually 
true before the early 20th century.14) Ev-
eryone would need to drive slowly and 
cautiously, and there would still be fre-
quent traffic jams and accidents. With 
a widely respected social norm for driv-
ing on the right (plus norms for inter-
sections and other special situations), 
transportation becomes safer and 
more efficient for everyone. Obedience 
to the social norm frees up resources 
for everyone.

Like driving on the right, a huge sav-
ing in resources results when the peo-
ple in a society trust that the vast ma-
jority of other people will not try to 
kill them or steal from them. People 
are able to spend far less on protect-
ing themselves, on fighting off at-
tacks, and on recovering from losses. 
The society earns an enormous “peace 
dividend” that can be put to other pro-
ductive uses.25 Through trust and co-

the content of the relevant knowledge. 
First, I define trust, and evaluate the 

use of game theory to define actions. 
Next, I explore an approach whereby an 
intelligent robot can make moral and 
ethical decisions, and identify open re-
search problems on the way to this 
goal. Later, I discuss the Deadly Dilem-
ma, a question that is often asked 
about ethical decision making by self-
driving cars. 

What is trust for? Society gains re-
sources through cooperation among its 
individual members. Cooperation re-
quires trust. Trust implies vulnerability. 
A society adopts social norms, which we 
define to include morality, ethics, and 
convention, sometimes encoded and 
enforced as laws, sometimes as expecta-
tions with less formal enforcement, in 
order to discourage individuals from ex-
ploiting vulnerability, violating trust, 
and thus preventing cooperation.

If intelligent robots are to partici-
pate in our society — as self-driving 
cars, as caregivers for elderly people or 
children, and in many other ways that 
are being envisioned—they must be 
able to understand and follow social 
norms, and to earn the trust of others 
in the society. This imposes require-
ments on how robots are designed.

The performance requirements on 
moral and ethical social norms are 
quite demanding. (1) Moral and ethi-
cal judgments are often urgent, need-
ing a quick response, with little time 
for deliberation. (2) The physical and 
social environments within which 
moral and ethical judgments are 
made are unboundedly complex. The 
boundaries between different judg-
ments may not be expressible by sim-

ple abstractions. (3) Learning to im-
prove the quality and coverage of 
moral and ethical decisions is essen-
tial, from personal experience, from 
observing others, and from being 
told. Conceivably, it will be possible 
to copy the results of such a learning 
process into newly created robots.

Insights into the design of a moral 
and ethical decision architecture for 
intelligent robots can be found in the 
three major philosophical theories of 
ethics: deontology, utilitarianism, 
and virtue ethics. However, none of 
these theories is, by itself, able to meet 
all of the demanding performance re-
quirements listed here.

A hybrid architecture is needed, op-
erating at multiple time-scales, draw-
ing on aspects of all ethical theories: 
fast but fallible pattern-directed re-
sponses; slower deliberative analysis of 
the results of previous decisions; and, 
yet slower individual and collective 
learning processes.

Likewise, it will be necessary to ex-
press knowledge at different levels of 
information richness: vivid and de-
tailed perception of the current situa-
tion; less-vivid memories of previously 
experienced concrete situations; sto-
ries—linguistic descriptions of situa-
tions, actions, results, and evalua-
tions; and rules—highly abstracted 
decision criteria applicable to per-
ceived situations. Learning processes 
can abstract the simpler representa-
tions from experience obtained in the 
rich perceptual representation.

What Is Trust For?
If intelligent robots (and other AIs) will 
have increasing roles in human soci-

Figure 1. The Prisoner’s Dilemma.5

C D

C –1, –1 –4, 0

D 0, –4 –3, –3

You and your partner are two prisoners who are separated and offered the following deal: 
If you testify against your partner, you will go free, and your partner goes to jail for four 
years. If neither of you testifies, you each go to jail for one year, but if you both testify,  
you both get three years. The action C means “cooperate,” which in this case means 
refusing to testify. The action C means “defect,” which refers to testifying against your 
partner. The entries in this array are the utility values for (you, partner), and they reflect 
individual rewards (years in jail).

No matter which choice your partner makes, you are better off choosing action D. The 
same applies to your partner, so the Nash equilibrium (the “rational” choice of actions) 
is (D, D), which is collectively the worst of the four options. To attain the much better 
cooperative outcome (C, C) by choosing C, you must trust that your partner will also 
choose C, accepting your vulnerability to your partner choosing D.
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operation, the society becomes health-
ier and wealthier.

Castelfranchi and Falcone11 define 
trust in terms of delegation, and the 
agent’s confidence in the successful 
performance of the delegated task. 
They provide clear and valuable defini-
tions for the trust relationship between 
individuals. However, there is also a 
role for invariants that individuals can 
trust holding across the society (for ex-
ample, no killing, stealing, or driving 
on the wrong side of the road), and the 
role of individual behavior in preserv-
ing these invariants.

Game theory: Promise and problems. 
We might hope that progress in artifi-
cial intelligence (AI) will provide techni-
cal methods for achieving cooperation 
and trustworthiness in a robot. The lead-
ing textbook in AI appeals to decision 
theory to tell us that “a rational agent 
should choose the action that maximizes 
the agent’s expected utility”29

	 	 (1)
where 

	 (2)

The utility term U(s) represents the indi-
vidual agent’s preference over states of 
the world, and e is the available evidence. 
The agent’s knowledge of the “physics of 
the world” is summarized by the proba-
bility term P (RESULT (a) = s′ |a, e).

Game theory is the extension of de-
cision theory to contexts where other 
agents are making their own choices to 
maximize their own utilities.20 Game 
theory asserts that a vector of choices 
by all the agents (a strategy profile) can 
only be a “rational choice” if it is a Nash 
equilibrium—that is, no single agent 
can improve its own utility by changing 
its own choice (often reducing utilities 
for the others).

Utility U(s) is the key concept here. 
In principle, utility can be used to repre-
sent highly sophisticated preferences, 
for example, against inequality or for 
increasing the total welfare of everyone 
in the world.32 However, sophisticated 
utility measures are difficult to imple-
ment. Typically, in practice, each 
agent’s utility U(s) represents that indi-
vidual agent’s own expected reward.

In recreational games, this is rea-
sonable. However, when game theory 
is applied to model the choices indi-

viduals make as members of society, a 
simple, selfish model of utility can 
yield bad results, both for the individu-
al and for the society as a whole. The 
Prisoner’s Dilemma5 is a simple game 
(see Figure 1), but its single Nash equi-
librium represents almost the worst 
possible outcome for each individual, 
and absolutely the worst outcome for 
the society as a whole. The cooperative 
strategy, which is much better for both 
individuals and society as a whole, is 
not a Nash equilibrium, because either 
player can disrupt it unilaterally.

The Public Goods Game26 is an N-
person version of the Prisoner’s Di-
lemma where a pooled investment is 
multiplied and then split evenly 
among the participants. Everyone 
benefits when everyone invests, but a 
free rider can benefit even more at ev-
eryone else’s expense, by withholding 
his investment but taking his share of 
the proceeds. The Nash equilibrium 
in the Public Goods Game is simple 
and dystopian: Nobody invests and no-
body benefits.

These games are simple and ab-
stract, but they capture the vulnerability 
of trust and cooperation to self-interest-
ed choices by the partner. The Tragedy 
of the Commons15 generalizes this re-
sult to larger-scale social problems like 
depletion of shared renewable resourc-
es such as fishing and grazing opportu-
nities or clean air and water.

Managing trust and vulnerability. 
Given a self-interested utility function, 
utility maximization leads to action 
choices that exploit vulnerability, elim-
inate trust among the players, and 
eliminate cooperative solutions. Even 
the selfish benefits that motivated de-
fection are lost, when multiple players 
defect simultaneously, each driven to 
maximize their own utility.

When human subjects play simple 
economic games, they often seem to op-
timize their “enlightened self-interest” 
rather than expected reward, trusting 
that other players will refrain from ex-
ploiting their vulnerability, and often 
being correct in this belief.17,39 Many 
approaches have been explored for de-
fining more sophisticated utility mea-
sures, whose maximization would cor-
respond with enlightened self-interest, 
including trust responsiveness,6 credit 
networks,12 and augmented stage 
games for analyzing infinitely repeated 

Trust is necessary 
for successful 
cooperation. And 
morality and 
ethics (and other 
social norms) are 
mechanisms by 
which a society 
encourages 
trustworthy 
behavior by its 
individual members. 
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are both sensitive to the impact of ac-
tions on trust and long-term coopera-
tion, and efficient enough to allow ro-
bots to make decisions in real time?

Making Robots Trustworthy
Performance demands of social norms. 
Morality and ethics (and certain con-
ventions) make up the social norms 
that encourage members of society to 
act in trustworthy ways. Applying these 
norms to the situations that arise in 
our complex physical and social envi-
ronment imposes demanding perfor-
mance requirements.

Some moral and ethical decisions 
must be made quickly, for example 
while driving, leaving little time for 
deliberation.

At the same time, the physical and 
social environment for these deci-
sions is extremely complex, as is the 
agent’s current perception and past 
history of experience with that envi-
ronment. Careful deliberation and 
discernment are required to identify 
the critical factors that determine the 
outcome of a particular decision. 
Metaphorically (Figure 2), we can 
think of moral and ethical decisions 
as defining sets in the extremely high-
dimensional space of situations the 
agent might confront. Simple ab-
stractions only weakly approximate 
the complexity of these sets.

Across moral and non-moral do-
mains, humans improve their exper-
tise by learning from personal experi-
ence, by learning from being told, and 
by observing the outcomes when oth-
ers face similar decisions. Children 
start with little experience and a small 
number of simple rules they have 
been taught by parents and teachers. 
Over time, they accumulate a richer 
and more nuanced understanding of 
when particular actions are right or 
wrong. The complexity of the world 
suggests the only way to acquire ade-
quately complex decision criteria is 
through learning.

Robots, however, are manufactured 
artifacts, whose computational state can 
be stored, copied, and retrieved. Even if 
mature moral and ethical expertise can 
only be created through experience and 
observation, it is conceivable this exper-
tise can then be copied from one robot 
to another sufficiently similar one, un-
like what is possible for humans.

games.40 These approaches may be use-
ful steps, but they are inadequate for 
real-world decision-making because 
they assume simplified interactions 
such as infinite repetitions of a single 
economic game, as well as being expen-
sive in knowledge and computation.

Social norms, including morality, 
ethics, and conventions like driving on 
the right side of the street, encourage 
trust and cooperation among mem-
bers of society, without individual ne-
gotiated agreements. We trust others 
to obey traffic laws, keep their promis-
es, avoid stealing and killing, and fol-
low the many other norms of society. 
There is vigorous discussion about the 
mechanisms by which societies en-
courage cooperation and discourage 
free riding and other norm violations.26

Intelligent robots may soon partici-
pate in our society, as self-driving cars, 
as caregivers for elderly people or chil-
dren, and in many other ways. There-
fore, we must design them to under-
stand and follow social norms, and to 
earn the trust of others in the society. If 
a robot cannot behave according to the 
responsibilities of being a member of 
society, then it will be denied access to 
that opportunity.

At this point in history, only the hu-
mans involved—designer, manufac-
turer, or owner—actually care about 
this loss of opportunity. Nonetheless, 
this should be enough to hold robots 
to this level of responsibility. It re-
mains unclear whether robots will 
ever be able to take moral or legal re-
sponsibility for their actions, in the 
sense of caring about suffering the 
consequences (loss of life, freedom, 
resources, or opportunities) of failing 
to meet these responsibilities.35

Since society depends on coopera-
tion, which depends on trust, if robots 
are to participate in society, they must 
be designed to be trustworthy. The 
next section discusses how we might 
accomplish this.

Open research problem. Can compu-
tational models of human moral and 
ethical decision-making be created, in-
cluding moral developmental learn-
ing? Moral psychology may benefit 
from such models, much as they have 
revolutionized cognitive and perceptu-
al psychology.

Open research problem. Are there 
ways to formulate utility measures that 

Intelligent robots  
may soon 
participate in our 
society, as self-
driving cars, as 
caregivers for 
elderly people or 
children, and in 
many other ways. 
We must design 
them to understand 
and follow social 
norms, and to earn 
the trust of others  
in society.  
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Open research problem. What are 
the constraints on when expertise 
learned by one robot can simply be 
copied, to become part of the exper-
tise of another robot?

Hybrid decision architectures. Over 
the centuries, morality and ethics have 
been developed as ways to guide peo-
ple to act in trustworthy ways. The 
three major philosophical theories of 
ethics—deontology, utilitarianism, 
and virtue ethics—provide insights 
into the design of a moral and ethical 
decision architecture for intelligent ro-
bots. However, none of these theories 
is, by itself, able to meet all of the de-
manding performance requirements 
listed previously.

A hybrid architecture is needed, op-
erating at multiple time-scales, draw-
ing on aspects of all ethical theories: 
fast but fallible pattern-directed re-
sponses; slower deliberative analysis of 
the results of fast decisions; and, yet 
slower individual and collective learn-
ing processes.

How can theories of philosophical 
ethics help us understand how to de-
sign robots and other AIs to behave 
well in our society?

Three major ethical theories. Conse-
quentialism is the philosophical posi-
tion that the rightness or wrongness of 
an action is defined in terms of its conse-
quences.34 Utilitarianism is a type of con-
sequentialism that, like decision theory 
and game theory, holds that the right ac-
tion in a situation is the one that maxi-
mizes a quantitative measure of utility. 
Modern theories of decisions and 
games20 contribute the rigorous use of 
probabilities, discounting, and expected 
utilities for dealing with uncertainty in 
perception, belief, and action.

Where decision theory tends to de-
fine utility in terms of individual re-
ward, utilitarianism aims to maxi-
mize the overall welfare of everyone in 
society.13,32 While this avoids some of 
the problems of selfish utility functions, 
it raises new problems. For example, 
caring for one’s family can have lower 
utility than spending the same resourc-
es to reduce the misery of distant strang-
ers, and morally repellant actions can be 
justified by the greater good.19

A concise expected-utility model 
supports efficient calculation. Howev-
er, it can be quite difficult to formu-
late a concise model by determining 

the best small set of relevant factors. 
In the field of medical decision-mak-
ing,24 decision analysis models are 
known to be useful, but are difficult 
and time-consuming to formulate. 
Setting up an individual decision 
model requires expertise to enumer-
ate the possible outcomes, extensive 
literature search to estimate proba-
bilities, and extensive patient inter-
views to identify the appropriate utility 
measure and elicit the values of out-
comes, all before an expected utility cal-
culation can be performed. Even 
then, a meaningful decision requires 
extensive sensitivity analysis to deter-
mine how the decision could be af-
fected by uncertainty in the estimates. 
While this process is not feasible for 
making urgent decisions in real time, 
it may still be useful for post-hoc 
analysis of whether a quick decision 
was justified.

Deontology is the study of duty (deon 
in Greek), which expresses morality and 
ethics in terms of obligations and prohi-
bitions, often specified as rules and con-
straints such as the Ten Command-
ments or Isaac Asimov’s Three Laws of 
Robotics.4 Deontological rules and con-
straints offer the benefits of simplicity, 
clarity, and ease of explanation, but 
they raise questions of how they are jus-
tified and where they come from.30 Rules 
and constraints are standard tools for 
knowledge representation and infer-
ence in AI,29 and can be implemented 
and used quite efficiently.

However, in practice, rules and con-
straints always have exceptions and 
unintended consequences. Indeed, 
most of Isaac Asimov’s I, Robot stories4 
focus on unintended consequences and 
necessary extensions to his Three Laws.

Virtue Ethics holds that the individ-
ual learns through experience and 
practice to acquire virtues, much as 
an expert craftsman learns skills, and 
that virtues and skills are similarly 
grounded in appropriate knowledge 
about the world.16,37 Much of this 
knowledge consists of concrete exam-
ples that illustrate positive and nega-
tive examples (cases) of virtuous be-
havior. An agent who is motivated to 
be more virtuous tries to act more like 
cases of virtuous behavior (and less 
like the non-virtuous cases) that he 
has learned. Phronesis (or “practical 
wisdom”) describes an exemplary 
state of knowledge and skill that sup-
ports appropriate responses to moral 
and ethical problems.

A computational method suitable 
for virtue ethics is case-based reason-
ing,18,22 which represents knowledge as 
a collection of cases describing con-
crete situations, the actions taken in 
those situations, and results of those 
actions. The current situation is 
matched against the stored cases, iden-
tifying the most similar cases, adapting 
the actions according to the differenc-
es, and evaluating the actions and out-
comes. Both rule-based and case-based 
reasoning match the current situation 
(which may be very complex) against 
stored patterns (rules or cases).

Virtue ethics and deontology differ 
in their approach to the complexity of 
ethical knowledge. Deontology as-
sumes that a relatively simple abstrac-
tion (defined by the terms appearing 
in the rules) applies to many specific 
cases, distinguishing between right 
and wrong. Virtue ethics recognizes 
the complexity of the boundaries be-
tween ethical judgments in the space 

Figure 2. Fractal boundaries.

Geometric fractal boundaries provide a metaphor for the complexity of the boundaries  
between different ethical evaluations in the high-dimensional space of possible situations.  
Simple boundaries can approximate the fractal set, but can never capture its shape exactly.
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blamed robots when they did not make 
the utilitarian choice, and blamed hu-
mans when they did. Robinette et al27 
found that human subjects will “over-
trust” a robot in an emergency situa-
tion, even in the face of evidence that 
the robot is malfunctioning and that 
its advice is bad.

Representing ethical knowledge as 
cases. Consider a high-level sketch of a 
knowledge representation capable of 
expressing rich cases for case-based 
reasoning, but also highly abstracted 
“cases” that are essentially rules or con-
straints for deontological reasoning.

Let a situation S(t) be a rich descrip-
tion of the current context. “Rich” 
means the information content of  
S(t) is very high, and also that it is avail-
able in several hierarchical levels, not 
just the lowest “pixel level” description 
that specifies values for a large number 
of low-level elements (like pixels in an 
image). For example, a situation de-
scription could include symbolic de-
scriptions of the animate participants 
in a scenario, along with their individu-
al characteristics and categories they 
might belong to, the relations holding 
among them, and the actions and 
events that have taken place. These sym-
bolic descriptions might be derived 
from sub-symbolic input (for example, a 
visual image or video) by methods such 
as a deep neural network classifier. 

A case 〈S, A, S′, v〉 is a description of a 
situation S, the action A taken in that 
situation, the resulting situation S′, 
and a moral evaluation v (or valence) of 
this scenario. A case representing on-
going experience will be rich, reflecting 
the information-rich sensory input the 
agent receives, and the sophisticated 
processing that produces the hierar-
chical description. A case representing 
the stored memory of events the agent 
has experienced will be significantly 
less rich. A “story” describing events 
can also be represented as a case, but it 
is less rich yet, consisting of a collec-
tion of symbolic assertions. An even 
sparser and more schematic case is ef-
fectively the same as a rule, matching 
certain assertions about a situation S, 
and proposing an action A, the result-
ing situation S′, and perhaps the evalu-
ation v of that scenario. 

The antecedent situation S in a case 
〈S, A, S′, v〉 need not describe a mo-
mentary situation. It can describe a 

of possible scenarios (Figure 2), and 
collects individual cases from the 
agent’s experience to characterize 
those boundaries. 

Understanding the whole elephant. 
Utilitarianism, deontology, and virtue 
ethics are often seen as competing, 
mutually exclusive theories of the na-
ture of morality and ethics. I treat them 
here as three aspects of a more com-
plex system for making ethical deci-
sions (inspired by the children’s poem, 
The Blind Men and the Elephant).

Rule-based and case-based reason-
ing (AI methods expressing key as-
pects of deontology and virtue ethics, 
respectively) can, in principle, respond 
in real time to the current situation. 
Those representations also hold prom-
ise of supporting practical approaches 
to explanation of ethical decisions.36 
After a decision is made, when time for 
reflection is available, utilitarian rea-
soning can be applied to analyze 
whether the decision was good or bad. 
This can then be used to augment the 
knowledge base with a new rule, con-
straint, or case, adding to the agent’s 
ethical expertise (Figure 3).

Previous work on robot ethics. 
Formal and informal logic-based ap-
proaches to robot ethics2,3,8 express a 
“top-down” deontological approach 
specifying moral and ethical knowl-
edge. While modal operators like oblig-
atory or forbidden are useful for ethical 
reasoning, their problem is the diffi-
culty of specifying or learning critical 
perceptual concepts (see Figure 2), for 

example, non-combatant in Arkin’s ap-
proach to the Laws of War.3

Wallach and Allen38 survey issues and 
previous work related to robot ethics, 
concluding that top-down approaches 
such as deontology and utilitarianism 
are either too simplistic to be adequate 
for human moral intuitions, or too com-
putationally complex to be feasibly im-
plemented in robots (or humans, for 
that matter). They describe virtue ethics 
as a hybrid of top-down and bottom-up 
methods, capable of naming and assert-
ing the value of important virtues, while 
allowing the details of those virtues to 
be learned from relevant individual ex-
perience. They hold that emotions, 
case-based reasoning, and connection-
ist learning play important roles in ethi-
cal judgment. Abney1 also reviews ethi-
cal theories in philosophy, concluding 
that virtue ethics is a promising model 
for robot ethics.

Scheutz and Arnold31 disagree, hold-
ing that the need for a “computation-
ally explicit trackable means of deci-
sion making” requires that ethics be 
grounded in deontology and utilitari-
anism. However, they do not adequate-
ly consider the overwhelming complex-
ity of the experienced world, and the 
need for learning and selecting concise 
abstractions of it. 

Recently, attention has been turned 
to human evaluation of robot behavior. 
Malle et al23 asked human subjects to 
evaluate reported decisions by humans 
or robots facing trolley-type problems 
(“Deadly Dilemmas”). The evaluators 

Figure 3. Feedback and time scales in a hybrid ethical reasoning architecture.

Given a situation S(t), a fast case-based reasoning process retrieves similar cases, defines the 
action A to take, and results in a new situation S′. At a slower time scale, the result is evaluated 
and the new case is added to the case base. Feedback through explanation, justification, and 
communication with others takes place at approximately this slower time scale. Abstraction 
of similar cases to rules and learning of new concepts and relations are at a much slower time 
scale, and social evolution is far slower still.

Retrieve similar cases
Adapt actions

Specify appropriate action

Case
base
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scenario with temporal extent, includ-
ing intermediate actions and situations. 

The ethical knowledge of an agent is 
a collection of cases.

Open research problem. This high-
level sketch assumes that a morally 
significant action can be adequately 
described in terms of “before” and 
“after” situations, and that an evalua-
tive valence can be computed, per-
haps after the fact. Can a useful initial 
computational model of moral rea-
soning be constructed on this basis, 
or will weaker assumptions be needed 
even to get started?

Applying ethical case knowledge. 
Following the methods of case-based 
reasoning,18,22 the current situation S(t) 
is matched against the case-base, to 
retrieve the stored cases with anteced-
ents most similar to the current situa-
tion. For example, suppose that the ethi-
cal knowledge base includes two cases: 
〈S1, A2, S2, bad〉 and 〈S3, A4, S4, good〉, 
and S(t) is similar to both S1 and S3. Then, 
in the current situation S(t), the knowl-
edge base would recommend ¬do(A2,t) 
and do(A4,t).

For example, suppose the current 
situation S(t) includes two people, P 
and Q, in conflict, the case antecedent 
S1 describes P and Q as fighting, and A2 
describes P killing Q. In this case, in S2, 
person Q is dead, which is bad.

As a rich representation of experi-
ence, 〈S1, A2, S2, bad〉 would be highly 
detailed and specific. As a story, say the 
Biblical story of Cain and Abel, it would 
be much less rich, but would still con-
vey the moral prohibition against kill-
ing. It could be abstracted even further, 
to essentially a deontological rule: 
Thou shalt not kill. The more abstracted 
the antecedent, the more likely the 
stored case is to match a given situa-
tion, but the less likely this case is to 
distinguish adequately among cases 
with different moral labels. 

Situation S(t) also matches ante-
cedent S3 which describes P and Q as 
arguing, A4 describes them reaching 
an agreement, and S4 has them both 
alive, which is good. Having retrieved 
both cases, the right behavior is to try 
to follow case 〈S3, A4, S4, good〉 and 
avoid case 〈S1, A2, S2, bad〉, perhaps by 
taking other actions to make S(t) more 
similar to S3 and less similar to S1.

An essential part of case-based rea-
soning is the ability to draw on several 

similar cases, adapting their actions 
to create a new action that is more ap-
propriate to S(t) than the actions from 
either of the stored cases. This adap-
tation can be used to interpolate be-
tween known cases with the same va-
lence, or to identify more precisely 
the boundary between cases of oppo-
site valence.

Responsiveness, deliberation, and 
feedback. Some ethical decisions must 
be made quickly, treating case ante-
cedents as patterns to be matched to 
the current situation S(t). Some cases 
are rich and highly specific to particu-
lar situations, while others are sparse, 
general rules that can be used to con-
strain the set of possible actions. 

Once an action has been selected and 
performed, there may be time for delib-
eration on the outcome, to refine the 
case evaluation and benefit from feed-
back. Simply adding a case describing 
the new experience to the knowledge 
base improves the agent’s ability to pre-
dict the results of actions and decide 
more accurately what to do in future sit-
uations. Thus, consequentialist (includ-
ing utilitarian) analysis becomes a slow-
er feedback loop, too slow to determine 
the immediate response to an urgent 
situation, but able to exploit informa-
tion in the outcome of the selected ac-
tion to improve the agent’s future deci-
sions in similar situations (Figure 3).

Open research problem. How do rea-
soning processes at different time-scales 
allow us to combine apparently incom-
patible mechanisms to achieve appar-
ently incompatible goals? What concrete 
multi-time-scale architectures are useful 
for moral and ethical judgment, and im-
provement through learning?

Explanation. In addition to making 
decisions and carrying out actions, an 
ethical agent must be able to explain 
and justify the decision and action,36 
providing several distinct types of feed-
back to improve the state of the ethical 
knowledge base.

Suppose agent P faces a situation, 
makes a decision, carries it out, and ex-
plains his actions to agent Q. If P is an 
exemplary member of the society and 
makes a good decision, Q can learn 
from P’s actions and gain in expertise. 
If P makes a poor decision, simply be-
ing asked to explain himself gives P an 
opportunity to learn from his own mis-
take, but Q may also give P instructions 

Virtue ethics and 
deontology differ in 
their approach to 
the complexity of 
ethical knowledge. 



94    COMMUNICATIONS OF THE ACM    |   MARCH 2018  |   VOL.  61  |   NO.  3

review articles

stark dilemma distracts from the im-
portant problems of designing a trust-
worthy self-driving car.

Learning to avoid the dilemma. As 
stated, the Deadly Dilemma is difficult 
because it presents exactly two options, 
both bad (hence, the dilemma). The 
Deadly Dilemma is also extremely 
rare. Far more often than an actual 
Deadly Dilemma, an agent will expe-
rience Near Miss scenarios, where 
the dire outcomes of the Dilemma 
can be avoided, often by identifying 
“third way” solutions other than the 
two bad outcomes presented by the 
Dilemma. These experiences can 
serve as training examples, helping 
the agent learn to apply its ethical 
knowledge on solvable problems, ac-
quiring “practical wisdom” about 
avoiding the Deadly Dilemma.

Sometimes, when reflecting on a 
Near Miss after the fact, the agent can 
identify an “upstream” decision point 
where a different choice would have 
avoided the Dilemma entirely. For ex-
ample, it can learn to notice when a 
small deviation from the intended 
plan could be catastrophic, or when a 
pedestrian could be nearby but hid-
den. A ball bouncing into the street 
from between parked cars poses no 
threat to a passing vehicle, but a good 
driver slows or stops immediately, be-
cause a small child could be chasing it. 
Implementing case-based strategies 
like these for a self-driving car may re-
quire advances in both perception and 
knowledge representation, but these 
advances are entirely feasible.

Earning trust. An agent earns trust 
by showing that its behavior consis-
tently accords with the norms of soci-
ety. The hybrid architecture described 
here sketches a way that an agent can 
learn about those social norms from its 
experience, responding quickly to situ-
ations as they arise, but then more 
slowly learning by reflecting on its suc-
cesses and failures, and identifying 
useful abstractions and more efficient 
rules based on that experience.

In ordinary driving, the self-driving 
car earns trust by demonstrating that 
it obeys social norms, starting with 
traffic laws, but continuing with cour-
teous behavior, signaling its inten-
tions to pedestrians and other driv-
ers, taking turns, and deferring to 
others when appropriate. In crisis sit-

and insights that will help P make bet-
ter decisions in the future. Even if P has 
made a poor decision and refuses to 
learn from the experience, Q can still 
learn from P’s bad example.

Explanation is primarily a mecha-
nism whereby individuals come to 
share the society’s consensus beliefs 
about morality and ethics. However, 
the influence is not only from the so-
ciety to individuals. Explanations and 
insights can be communicated from 
one person to another, leading to evo-
lutionary social change. As more and 
more individuals share a new view of 
morality and ethics, the society as a 
whole approaches a tipping point, af-
ter which society’s consensus posi-
tion can change with startling speed.

Learning ethical case knowledge. A 
child learns ethical knowledge in the 
form of simple cases provided by par-
ents and other adults: rules, stories, 
and labels for experienced situations. 
These cases express social norms for 
the child. 

An adult experiences a situation 
S(t), retrieves a set of similar cases, 
adapts the actions from those cases to 
an action A for this situation, performs 
that action, observes the result S′, and 
assigns a moral valence v. A new case  
〈S, A, S′, v〉 is constructed and added to 
the case base (Figure 3). With increas-
ing experience, more cases will match 
a given S(t), and the case-base will 
make finer-grained distinctions among 
potential behaviors. The metaphor of 
the fractal boundary between good and 
bad ethical judgments in knowledge 
space (Figure 2), implies that a good 
approximation to this boundary re-
quires both a large number of cases 
(quantity) and correct placement and 
labeling of those cases (quality).

Once the case base accumulates 
clusters of cases with similar but not 
identical antecedents, then some of 
those clusters can be abstracted to 
much sparser cases (that is, rules), that 
make certain actions forbidden or 
obligatory in certain situations. The 
cluster of cases functions as a labeled 
training set for a classification prob-
lem to predict the result and evaluation 
of an action in antecedent situations in 
that cluster. This can determine which 
attributes of the antecedent cases are 
essential to a desired result and evalua-
tion, and which are not.

Open research problem. Is it neces-
sary to distinguish between ethical and 
non-ethical case knowledge, or is this 
approach appropriate for both kinds of 
skill learning?

Open research problem. Sometimes, a 
correct ethical judgment depends on 
learning a new concept or category, 
such as non-combatant3 or self-defense. 
Progress in deep neural network learn-
ing methods may be due to autonomous 
learning of useful intermediate con-
cepts. However, it remains difficult to 
make these intermediate concepts ex-
plicit and available for purposes such 
as explanation or extension to new 
problems. Furthermore, these meth-
ods depend on the availability and 
quality of large labeled training sets. 

Open research problem. What mech-
anisms are available for expressing ap-
propriate abstractions from rich expe-
rience to the features that enable 
tractable discrimination between mor-
al categories? In addition to deep neu-
ral network learning, other examples 
include similarity measures among 
cases for case-based reasoning and 
kernels for support vector machines. 
How can these abstractions be learned 
from experience?

The Deadly Dilemma
The self-driving car is an intelligent 
robot whose autonomous decisions 
have potential to cause great harm to 
individual humans. People often ask 
about a problem I call the Deadly Di-
lemma: How should a self-driving car 
respond when faced with a choice be-
tween hitting a pedestrian (possibly a 
small child who has darted into the 
street), versus crashing and harming 
its passengers.21

Either choice, of course, leads to a 
serious problem with the trustworthi-
ness of the robot car. If the robot would 
choose to kill the pedestrian to save it-
self and its passengers, then why 
should the public trust such robots 
enough to let them drive on public 
roads? If the robot could choose to 
harm its passengers, then why would 
anyone trust such a robot car enough 
to buy one?

The self-driving car could be a bell-
wether for how autonomous robots 
will relate to the social norms that sup-
port society. However, while the Deadly 
Dilemma receives a lot of attention, the 
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uations, it demonstrates its ability to 
use its situational awareness and fast 
reaction time to find “third ways” out 
of Near Miss scenarios. Based on 
post-hoc crisis analyses, whether the 
outcome was success or failure, it may 
be able to learn to identify upstream 
decision points that will allow it to 
avoid such crises in the first place.

Technological advances, particu-
larly in the car’s ability to predict the 
intentions and behavior of other 
agents, and in the ability to anticipate 
potential decision points and places 
that could conceal a pedestrian, will 
certainly be important to reaching this 
level of behavior. We can be reasonably 
optimistic about this kind of cognitive 
and perceptual progress in machine 
learning and artificial intelligence.

Since 94% of auto crashes are associ-
ated with driver error,33 there will be 
plentiful opportunities to demonstrate 
trustworthiness in ordinary driving 
and solvable Near Miss crises. Both so-
ciety and the purchasers of self-driving 
cars will gain substantially greater per-
sonal and collective safety in return for 
slightly more conservative driving. 

For self-driving cars sharing the 
same ethical knowledge base, the be-
havior of one car provides evidence 
about the trustworthiness of all others, 
leading to rapid convergence.

Conclusion
Trust is essential for the successful 
functioning of society. Trust is neces-
sary for cooperation, which produces 
the resources society needs. Morality, 
ethics, and other social norms encour-
age individuals to act in trustworthy 
ways, avoiding selfish decisions that 
exploit vulnerability, violate trust, and 
discourage cooperation. As we contem-
plate the design of robots (and other 
AIs) that perceive the world and select 
actions to pursue their goals in that 
world, we must design them to follow 
the social norms of our society. Doing 
this does not require them to be true 
moral agents, capable of genuinely tak-
ing responsibility for their actions. 

Social norms vary by society, so ro-
bot behavior will vary by society as 
well, but this is outside the scope of 
this article.

The major theories of philosophi-
cal ethics provide clues toward the de-
sign of such AI agents, but a success-

ful design must combine aspects of all 
theories. The physical and social envi-
ronment is immensely complex. Even 
so, some moral decisions must be 
made quickly. But there must also be a 
slower deliberative evaluation proc-
ess, to confirm or revise the rapidly re-
sponding rules and constraints. At 
longer time scales, there must be 
mechanisms for learning new con-
cepts for virtues and vices, mediating 
between perceptions, goals, plans, 
and actions. The technical research 
challenges are how to accomplish all 
these goals.

Self-driving cars may well be the 
first widespread examples of trustwor-
thy robots, designed to earn trust by 
demonstrating how well they follow so-
cial norms. The design focus for self-
driving cars should not be on the Dead-
ly Dilemma, but on how a robot’s 
everyday behavior can demonstrate its 
trustworthiness.
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