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VIRTUAL ROUNDTABLE

This roundtable discussion reflects a virtual di-
alog among the authors about ethical issues of 
autonomous vehicle (AV) design, which each of 
them has been investigating in different ways. 

(See “Roundtable Panelists” for more information about 
the panel.) Philip Koopman is an engineering professor at 
Carnegie Mellon University who is an expert on AV safety 
engineering. Benjamin Kuipers is professor of computer 
science and engineering at the University of Michigan, do-
ing artificial intelligence (AI) research focused on domains 
of foundational knowledge, including ethics. William H. 
Widen is a law professor at the University of Miami School 

of Law who has been researching the 
relationship between securities law 
disclosure and ethics for AV compa-
nies related to the decision to deploy 
AV technology at scale. Marilyn Wolf 
is Koch Professor of Engineering and 
Director of the School of Computing 
at the University of Nebraska–Lin-
coln; her research interests include 
embedded computer vision.

COMPUTER: Thanks very much for 
joining us in this virtual meeting. 

I think that we have an unusually diverse group to discuss 
this important topic. AVs have moved from science fiction to 
advanced prototypes in a remarkably short time. These vehi-
cles introduce new types of questions that the industry has 
had a limited amount of time to grasp. Hopefully, our conver-
sation today can help to identify some interesting questions 
as well as avenues for possible answers and further research.

As an opening question, what do we mean by autono-
mous vehicles or “AVs” for short?

PHILIP KOOPMAN: Let’s use the informal definition that 
an AV is one in which nobody has real-time responsibility 
for operating the vehicle. If someone inside the vehicle or 
remotely monitoring the vehicle can be blamed for mak-
ing a mistake that leads to a crash, it’s not autonomous.
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 COMPUTER: The so-called “Trolley 
Problem” has become a popular discus-
sion point for the ethics of autonomous 
vehicle design. Can someone briefly ex-
plain the problem for us? How useful is 
this example?

WILLIAM H. WIDEN: The Trolley Prob-
lem is an ethical dilemma where one 
must make a choice of whether or not 
to pull a switch to direct a runaway 
trolley onto a track with one worker 
and away from a track with five work-
ers, when either choice is fatal to those 
hit. It is based on scenarios originally 
presented by Philippa Foot in 1967, 
though Judith Jarvis Thomson gave it 
the name Trolley Problem in a 1985 Yale 
Law Journal article.

It is an artificial example of a binary 
choice with certain outcomes. Most 
people have the ethical intuition to pull 
the switch to hit one and not five to re-
duce loss of life for utilitarian reasons.

KOOPMAN: As a practical matter, the 
Trolley Problem has distracted atten-
tion from much more pressing ethical 
issues such as governance models for 
making deployment decisions. 

While it is intellectually interest-
ing to consider the Trolley Problem, 
today’s technology is nowhere near 
the point at which it is relevant to real 
vehicles that we can build any time 
soon. It assumes that the vehicle is 
able to perfectly assess the traffic sit-
uation and accurately predict possible 

outcomes of actions such as how much 
damage a low-speed vehicle impact 
will do to each specific person poten-
tially involved. We’re not there yet, 
and we’re not almost there yet either.

WIDEN: The Trolley Problem is a 
thought experiment for philosophical 
reflection and not a problem that asks 
for a real-world answer. Much ink has 
been spilled in articles that do not un-
derstand this.

What most people call the Trolley 
Problem is really a “trolley case.” 1 The 
original Trolley Problem compared the 
person at the switch to a doctor decid-
ing whether to harvest the organs of 
one person to save five. The “problem” 
was to explain why there is universal 
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condemnation of a decision by a doc-
tor to harvest organs, yet almost ev-
eryone believes pulling the switch to 
sacrifice one to save five in a trolley 
case is either permitted or mandatory. 
The challenge is to explain our differ-
ent ethical intuitions despite a surface 
similarity that one is sacrificed to save 
five in both cases.2

BENJAMIN KUIPERS:  Even though 
the Trolley Problem assumptions are 
inappropriate for real-world AVs, the 
famous “Moral Machine” polling ex-
periment,3 which has caused so much 
recent concern, makes exactly those 
assumptions, a point I put on the table 
for discussion.

WIDEN: The Moral Machine “experi-
ment” is an exercise in experimental 
ethics in which millions of people par-
ticipated in an online poll conducted 
by folks at the Massachusetts Institute 
of Technology (MIT) collecting prefer-
ences from around the world for choices 
such as “Would you swerve a vehicle to 
hit grandma if needed to save junior?” 
Decisions like this cause concern be-
cause it violates the idea that all people 
should be treated equally regardless of 
personal characteristics. It smacks of 
the kind of overprecise utilitarian cal-
culation that sounds good in principle 
but can rarely, if ever, be carried out in 
practice. We are concerned not only by 
the unequal treatment but also by the 
profound sense that any such attempt 
is likely to get it wrong in any event. 
The idea that polling might determine 
our ethical principles causes concern 
because we think ethics is not simply a 
matter of opinion determined by a poll 
even if we do not think ethical state-
ments are equivalent to factual state-
ments—if we doubt an “ought” may be 
derived from an “is.”

KUIPERS: As for the Trolley Problem 
itself, in a continuous AV-driving 
world, perception is uncertain and is 
best represented as a probability dis-
tribution over possible worlds, given 
the perceptual image provided by the 

sensors in the AV. In that (vast) set of 
possible worlds, the ones that provide 
only two possible outcomes (kill A ver-
sus kill B) constitute a very small sub-
set, with very low probability. Far more 
likely are other outcomes, including 
many predicting less harm. Likewise, 
the outcomes of actions are uncertain, 
with unintended results being real pos-
sibilities. Indeed, Philippa Foot noted 
back in 1967 4 (when she first started 
worrying about trolley cases) that the 
real world is about probabilities and 
not certainty.

With all this uncertainty, the ac-
tion that maximizes expected utility 
(minimizing death and harm) is likely 
to be one that targets an intermediate 
outcome, with the largest margin sep-
arating the most likely outcome from 
catastrophe. Even if catastrophe does 
ensue, the AV tried to avoid it.

However, every young student in 
driver’s training learns a better an-
swer to this problem. When you turn 
onto a narrow street where a sudden 
obstacle might be unavoidable, slow 
down just in case. Driving skill comes 
not from learning to choose the lesser 
of two evils but from learning to rec-
ognize the “upstream decision points” 
that avoid the dilemmas entirely.

The Moral Machine experiment 
defines a “box” around two evils and 
forces participants to choose who to 
save based on the situation and per-
sonal characteristics of the possible 
victims. The Trolley Problem does the 
same thing but considers only the num-
bers, not personal characteristics of the 
potential victims. The skilled driver, 
whether human or AV, thinks outside 
this box. The responsibility of the AV 
developer is to make sure that the AV 
has the necessary knowledge of “up-
stream decision points” and the skill to 
act properly as circumstances require.

KOOPMAN: I agree with Ben. What you 
want is an AV that is “smart” enough to 
avoid getting into a no-win situation in 
the first place. The right idea is to an-
ticipate possible danger and avoid it—a 
classic exercise in defensive driving.

WIDEN: I would not focus on artifi-
cially constrained binary choices with 
certain outcomes. Ben’s point about 
how we teach student drivers captures 
this essential idea. The constrained bi-
nary choice with certain outcomes al-
most never arises in the real world. As 
Ben and Phil point out, the real-world 
problems do not have certain outcomes 
but are exercises in probability and the 
technology is nowhere near being able 
to process this problem in a probabilis-
tic setting. I think we all agree that the 
Trolley Problem focuses on the wrong 
things for ethical AV design.

COMPUTER: Any further comments 
on the MIT Moral Machine survey?

KOOPMAN: As a practical matter, it 
is unrealistic for an AV to have ade-
quate information to even try such 
an approach. And it’s a machine, so 
who wants a machine deciding who 
lives and who dies based on personal 
characteristics?

WIDEN:  I have seen technology at 
Georgia Tech that can identify pedes-
trians (at least in a basic fashion) and 
I have seen the way the system assigns 
risk to different areas in a dynamic 
visual scene. I was shown how one 
could specify any risk weighting that 
one wanted to use for an individual. 
This could include assigning different 
values to different persons in a scene 
if that information could be provided 
nonvisually (say, by taking it from a 
person’s cell phone, which we assume 
each person is carrying). So, the night-
mare scenario in Moral Machine does 
not seem that far off as a matter of 
technology development.

KOOPMAN: A demo that can do this 
with fair accuracy might not be far 
off. One that can do it in real time, at 
scale, with high accuracy is quite far 
off. What if hospital staff are assigned 
a high value in a decision algorithm 
but only those wearing scrubs are rec-
ognized? And then what do you do 
about all the imposters wearing “safety 
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scrub” fashion style to improve their 
odds as pedestrians? I don’t see this 
type of technology as viable in practice. 
The Moral Machine is unrealistic for 
AV safety because it assumes that the 
vehicle has knowledge that is unlikely 
to be available in a real-world crisis sit-
uation, such as the age and profession 
of a potential victim. (If someone sug-
gests cell phone information be used to 
support such a scheme, that will create 
an instant market for spoofing, even if 
it could be done in real time at scale.)

The German Ethics Commission 
issued a report in 2017 that expressly 
takes the defensive driving posture. 
They prohibit sacrificing noninvolved 
parties and expressly condemn any 
use of classification based on personal 
features such as age and gender, as is 
done by the Moral Machine.

COMPUTER: Short term, given the 
current state of machine learning (ML)/AI, 
what problems do we anticipate?

KOOPMAN: A significant issue with 
this technology is the unknowns. If 
you’re fundamentally taking an ML ap-
proach of training on things you have 
seen, what happens when you inevita-
bly encounter one of those famous un-
known unknowns that you didn’t see in 
training or testing? Worse, what if we 
find out that the number of unknown 
unknowns is itself unknowable?

When the AV industry started get-
ting serious funding, I pegged the re-
quired safety at 10 to 100 times safer 
than humans for two reasons. First, 
every time someone is killed by an AV, 
the public messaging and litigation 
arenas are going to see the one victim 
killed by a vehicle failure (rather than 
human driver error) but not the people 
statistically saved. So, it had better be a 
dramatic reduction.

Second, there will likely be signifi-
cant uncertainty as to the expected on-
road safety during initial deployment. A 
factor of 10 or more safety margin gives 
you some room in case the real world 
turns out to be harder than you thought 
during testing, which is inevitable.

Where we are now is that we hope 
that the promise of AVs to save lives 
will work out. AVs will make different 
mistakes than human drivers, and no-
body yet knows how long it will take 
to get the balance in favor of AVs. I’d 
really like to see a credible safety case 
backed by solid evidence showing that 
AVs will be at least as safe as human 
drivers—with ample margin for er-
ror—before deploying.

KUIPERS: One perspective on AI and 
robotics technology, including AVs, 
treats them just like other potentially 
impactful technologies such as nu-
clear power and genetic engineering. 
We try to think carefully about costs 
and benefits and what level of under-
standing we need before deploying the 
technology. We all expect problems 
with assessing the true safety of AVs as 
the time approaches to decide whether 
to deploy AVs at scale. Developing 
standards and metrics will be a central 
problem for the AV industry.

There is another perspective on 
AI (including robotics and AVs). We 
are creating agents that perceive the 
world, make their own models of the 
world based on these perceptions, 
and make their own ethical decisions 
about how to act—what move to make 
next. This requires AI system devel-
opers to understand what ethics are 
and how ethical knowledge can be 
represented and used by a robot. This 
is more complex than merely consid-
ering the consequences on a cost/ben-
efit basis of whether a deployment of 
an impactful technology results in a 
positive balance of utilities. This util-
itarian calculation “simply” requires 
ethical thinking by human develop-
ers. I would like an explanation of how 
the robot represents and uses ethical 
knowledge before deployment.

WIDEN: I am worried about what dis-
closure is appropriate for purchasers of 
an AV. If part of the functionality of the 
AV is “rule based” as reflected in an al-
gorithm, I think I have a better idea how 
I might accurately describe that aspect 

of the AV as disclosure for consumers. 
To Ben’s important point about deploy-
ment, I can add that the AV industry 
already shows signs of an inability or 
unwillingness to expressly identify 
standards for deployment. This prob-
lem appears in the recent U.S. Securi-
ties and Exchange Commission (SEC) 
filing for Aurora Innovation, Inc. (a 
problem that I have recently addressed 
in an essay about SEC disclosure).

KOOPMAN: Using ML techniques 
breaks the traditional design “V” pro-
cess (top-down design on the left side 
of the V, bottom-up validation on the 
right side of the V) that has been the 
foundation of computer-based system 
safety engineering for more than 20 
years. While you can try to make an 
ML–based process look like a V, you 
can easily weaken or lose explicit de-
sign intent (which is now implicit in 
what is learned). So, it’s difficult to 
know if you’ve done the right testing 
on the right side of the V to make sure 
that design intent has been achieved. 
In practice, it is common to see sur-
prises in deployment that most testers 
would never have dreamed were rele-
vant to safety-critical behaviors.

MARILYN WOLF: Methodologies like 
ISO 26262 (an automotive functional 
safety standard based on the V process) 
wrap more general assurance methods 
around analytic methods like control 
theory that characterize specific cases 
such as step response. These meth-
odologies rely on characteristics like 
continuity allow inference of system 
behavior in parts of the design space 
that haven’t been directly analyzed. 
Modern ML systems don’t have those 
characteristics—a very small change 
in input can result in a completely dif-
ferent output.

KOOPMAN: As an example of a sur-
prise, my team was working with a 
commonly used computer vision sys-
tem and discovered weaknesses with 
identifying people wearing high-vis-
ibility clothing (yellow raincoats and 
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high-visibility yellow/lime vests). These 
were not just random dropouts. Rather, 
there were long video sequences with 
a little bit of random visual noise in 
which yellow-clad people were obvi-
ously there and taking up a lot of the 
image field to human eyes but were 
simply not detected by the vision sys-
tem. In other words, high-visibility 
clothing was essentially camouflage 
for a vision system.

While you can fix problems after 
you notice them, noticing them is the 
hard part because they can be really 
unexpected. It doesn’t matter what the 
designer thinks might be an edge case. 
What matters is characteristics that 
humans might not think twice about 
that break the ML. This is especially 
problematic for smaller populations 
of highly vulnerable road users such 
as wheelchair riders who don’t appear 
often in randomly sampled data. 

A related insight is that an ML–
based system does not tell you if an 
object is actually a person. It tells you 
if an object is statistically similar to 
all the people it has seen before. If you 
are a person who doesn’t look ordinary, 
you are at risk of not being seen. “Or-
dinary” includes not only biases we as 
humans typically consider (skin color, 
size, use of mobility aids) but also more 
subtle contextual information such as 
clothing color and standing in front of a 
background with strong vertical edges.

COMPUTER: When is an autonomous 
system acceptable to deploy?

WIDEN: The recent registration state-
ment filed with the SEC for Aurora In-
novation’s going public transaction5 
reveals a fundamental problem: the AV 
industry does not want to tell you what 
its standard for deployment actually 
is: will AV companies deploy without a 
safety driver only if there is great con-
fidence that a machine driver is safer 
than a human driver, or will they de-
ploy when machine drivers are less safe 
but on the hope that, in the future, au-
tonomous vehicles will be more safe? 
Deployment on hope is a utilitarian 

“losses now, gains later” justification 
that assumes that engineers can “patch 
their way to perfection”—a world in 
which there are zero traffic fatalities. 
It looks a lot like using people on the 
highways as guinea pigs.

KOOPMAN: Vehicles shouldn’t be de-
ployed until they meet industry safety 
standards and have a credible expla-
nation for why they will be acceptably 
safe. Right now, that means at least ISO 
26262, ISO 21448, ANSI/UL 4600, and 
an applicable cybersecurity standard 
as well. These are industry-created, 
flexible, consensus safety standards 
issued by accredited standards devel-
opment organizations. However, many 
AV developers won’t commit to follow-
ing them in any substantive way, and at 
least one developer is actively pushing 
back against them claiming they are in-
stead following some unspecified better 
way. As with aircraft, safety should be 
a given (that is, the same for all indus-
try players) and competition among AV 
companies should hinge on other fac-
tors.6 Is it too much to ask the AV indus-
try to follow its own safety standards?

COMPUTER: What approaches to en-
hancing safety may be appropriate for 
the short to medium term?

KOOPMAN: Short term, driver as-
sistance systems such as automatic 
emergency braking are likely to pro-
vide much more net safety than AVs 
because they can be deployed on all 
vehicles right now. These features are 
also improving human driver safety, so 
AVs are chasing a steadily improving 
human driver safety target.

A bigger issue from an ethical point 
of view is that risk management (from 
an insurance or corporate profit point 
of view) and safety assessment are 
cousins but not the same thing. Com-
panies are financially incentivized 
to manage and reduce financial risk. 
But there are situations in which max-
imizing profit via risk management 
does not result in what many would 
consider “acceptable” safety. Those 

situations tend to occur when the cost 
of a design choice is higher than the 
expected cost of settling litigation for 
an expectation of a small number of 
deaths or severe injuries.

The Pinto gas tank fire cases were 
a poster child, but this has happened 
in more than that one case. The tricky 
part tends to be that companies often 
underestimate how often a bad thing 
can happen, and don’t fully account for 
potential reputational damage from 
even a few high-profile loss events. If 
the industry gets this wrong in a major 
way, they risk losing their traditional 
self-certification privilege.

KUIPERS: I think your “bigger issue” is 
the heart of the problem. Engineers and 
corporate managers are taught meth-
ods for utility maximization, but they 
are not taught how to be sufficiently 
careful and thoughtful about how they 
define utility. When taught, utility is 
defined in straightforward ways, like 
dollar costs. One might get sophis-
ticated and use expected discounted 
dollar costs. But reputational costs, 
or more generally the value of trust, is 
difficult to fit into this maximization 
framework, so it is tempting to leave it 
out. That approach even gets valorized 
with slogans like “Greed is good.”

WIDEN: Ben is right. Greed may be val-
orized when the interests of society 
are aligned with the interests of an AV 
business, but the case of AV technology 
is not the same as an Adam Smith world 
with the goal of producing goods and 
services at the right prices in the right 
amounts. A poorly designed AV creates 
risks for the public in ways that a generic 
mis-priced good or service does not.

WOLF: The Tempe accident is an in-
teresting example for our decisions on 
when a technology is deployable. The 
National Transportation Safety Board 
(NTSB) report7 says that the original 
Volvo ADAS system was tested under 
simulation; the results showed that 
the Volvo system would have avoided 
collision in 17 out of 20 scenarios and 
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reduced impact speed to fewer than  
10 mph in the other cases. Unfortu-
nately, the Volvo ADAS systems were 
disabled when the Uber automated 
driving system was operational.

KOOPMAN: It’s important to realize 
that for the Tempe Uber ATG fatality 
technology was involved, but a deeper 
root cause was a poor safety culture 
and no real safety management sys-
tem (SMS). To paraphrase the NTSB 
chair’s opening remarks at the hear-
ing: you don’t have to wait until it’s 
your company that has a fatal crash to 
create an SMS.

COMPUTER: What rules should the 
AV follow while driving?

WIDEN: Looking at AV technology as 
only an accident reduction or life-sav-
ing scheme is incomplete. We need 
to understand that AVs will operate 
within an “institution,” which, in this 
case, is framed by highway rules and 
regulations. The first goal of an AV 
should be to follow the rules of the 
road. This tempers all the crazy scenar-
ios about trolley problems and ethical 
dilemmas because any actions need to 
be evaluated against this background 
institution. We may need set of rules 
for AVs like Asimov’s rules for robots:

1. Subject to rule 2), obey all traf-
fic laws (the institutional rules 
condition).

2. Violate rule 1) only if it is nec-
essary to avoid an accident and 
the rule violation does not place 
a human at risk of harm (the 
lane changing condition).

3. Subject to rules 1) and 2), 
operate to reduce accidents/col-
lisions to the maximum extent 
possible (the braking/distance 
maintenance condition).

Once you understand that the rules 
of the road create the institutional sys-
tem in which the AV must operate, the 
prioritization of pure utility maximi-
zation in individual cases makes less 

sense. Utility maximization can take 
place, but only it can be done within 
the structure of the individual rules. It 
also does not require rules that might 
create bad incentives, like “hit the 
motorcyclist without the helmet” or 
“sometimes drive on a sidewalk.” Pe-
destrians should feel safe walking on 
sidewalks. The March 2021 Automated 
Vehicle Safety Consortium Best Prac-
tice for Metrics and Methods for As-
sessing Safety Performance of Auto-
mated Driving Systems does mention 
following the rules of the road as part 
of the goal.

WOLF: Keep in mind that Asimov cre-
ated his laws as framing devices for 
his story. His purpose as a writer was 
to explore the ambiguity inherent in 
seemingly reasonable robot laws.

KOOPMAN: Simple rules like that are 
nice in principle but get messy in prac-
tice. Real-world traffic laws are treated 
as more of a guideline than absolute 
rules. There is a lot of room for driver 
discretion. Do you put two wheels over 
the center line on a two-lane road to 
avoid running over a downed power 
line? Do you do it to give someone 
changing a flat tire more room if the 
road is otherwise empty? For a rules-
based approach to work, you’re going 
to need rules of the road with a lot less 
reliance on “do the right thing” and 
“drive friendly.”

COMPUTER: How do corporations in 
this space approach these issues?

WIDEN: Aurora’s SEC filing states 
that it will “operate with integrity,” 
and that “we do the right thing.” Their 
stated goal is to build “trust.” At the 
same time, the Form S-4 says Aurora 
will “[b]e reasonable” but the scope of 
good judgment is limited to “always 
have the best interest of the company 
and our partners in mind.” Of course, 
that is just the traditional corporate 
fiduciary standard. Some view the cor-
porate fiduciary standard as including 
a requirement to break laws if that is 

the economically rational thing to do 
because it increases shareholder value.

The mistake that I see reflected 
in the S-4 is the faulty inference that 
accident rates will go down because 
one has eliminated the human er-
rors. You need to know the frequency 
of machine actor errors that enter the 
system. That, it seems to me, is what 
the AV companies do not have a rea-
sonable basis to claim. Yet, they have 
an “education campaign” to convince 
consumers of the benefits of AV tech-
nology when the benefits are merely 
a hope at this stage, and not a reality. 
The AV companies need to convince 
the public that AVs are safe when they 
cannot demonstrate safety—but they 
need this perception to begin deploy-
ment, or the public will revolt.

COMPUTER: Given fundamental ad-
vances in ML/AI, what ethical guiding 
principles are appropriate for the lon-
ger term?

KUIPERS: One of the classic questions 
on a driver’s ed test is: What do you do 
if you see a ball rolling into the street, 
with no people visible anywhere? The 
obvious answer is to stop (or at least 
slow down drastically) because there 
could well be a child chasing that ball. 
AV technology needs to achieve this 
degree of sophistication before the 
public might really have confidence 
in the technology. The public needs 
to “trust” that AVs are truly safer than 
human drivers. How can you trust an 
AV that could not pass a driver’s ed 
test? Putting an AV on the road, which 
cannot pass a driving test would ap-
pear to violate basic ethical principles.

KOOPMAN: We need to decide if we 
want explicit ethical mechanisms de-
signed into a machine.

With a pure end-to-end ML–based 
approach any ethical values are implicit 
in the training data because the AV is 
taught by example. Many developers 
are proposing separated safety moni-
toring systems that for example esti-
mate safe following distance based on 
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Newtonian physics. We might see some 
ethical guidelines embedded in those 
boxes, at least at the level of whether it 
is better to crash the vehicle into a util-
ity pole and rely on internal safety de-
vices to protect passengers rather than 
strike a vulnerable road user.

Fortunately, we have quite a bit of 
time to work with for the long term 
while we try to reduce the number of fa-
talities and severe injuries that don’t re-
quire complex ethical decision making.

KUIPERS: I propose that the relevant 
attributes, when deciding what to do 
in a situation, are not utility, but trust 
(and trustworthiness). “Trust is a psy-
chological state comprising the inten-
tion to accept vulnerability based on 
positive expectations of the intentions 
or behavior of another.”8 We should 
evaluate robot or AI behavior in terms 
of whether the agent deserves our trust 
and demonstrates trustworthiness.9

As a pedestrian, I am not prepared to 
accept the vulnerability that an AV could 
decide to deliberately kill me because of 
its internal evaluation of the other po-
tential victims in its path. Rather than 
accept that vulnerability, I would join 
forces with other like-minded pedestri-
ans (and there would be plenty) to ban 
this innovation entirely, regardless of 
its potential benefits.

I would want to trust that the AV 
has been implemented with superhu-
man abilities for defensive driving: 
identifying the upstream decision 
points that will avoid deadly dilem-
mas. In the (therefore extremely rare) 
case of being faced by a choice among 
evils, I would want to trust that the 
system has a superhuman ability to 
minimize human fatalities and inju-
ries, taking into account perceptual 
and action uncertainty.

WIDEN: I think the “trust” point pres-
ents a good point of entry to consider 
the following. Why do we trust other 
people? We trust other people because 
we believe that, fundamentally, they 
are “just like us”—more so for family 
and relatives. We believe that a normal 

human being will respond to basic sit-
uations the same way that we would 
respond. This is because we have a 
certain sympathy or empathy for other 
persons (even though we can never 
share their subjective experiences). 
The other humans are thus not aliens 
or “other.” This is one basis for devel-
oping a relationship of trust.

If this is right, it might explain why 
we have trouble trusting a machine ac-
tor. We do not have the same empathy, or 
sympathy, or feeling that it will behave 
as we would behave on our best behavior.

KOOPMAN: And we also know that 
the machine actor does not have em-
pathy or sympathy for us.

WIDEN: Some of the trust in strangers 
might be based on an expected ratio-
nal response to deterrence by a hu-
man actor. That is how Oliver Wendell 
Holmes advised one ought to under-
stand the law. Do not look at law as mo-
rality. Look at law from the viewpoint 
of the “bad man” who only cares what 
is legal and not moral. So, the law in-
cludes disincentives for bad actions. I 
am not sure this idea of deterrence ap-
plies to AVs.

KOOPMAN: On the other hand, fear of 
consequences is baked in pretty well to 
most human drivers, even if they are 
prone to bending the rules. If an AV 
has no fear of consequences, we need 
to find a basis for trust other than good 
intentions (does an AV even have that 
type of intention?).

WOLF: As for trust, people will always 
rely on it. But it seems to me that we, 
as professionals, have an obligation to 
provide some complementary analy-
sis based on scientific and engineer-
ing principles.

KUIPERS:  The institutional rules 
need to be well designed, but the crit-
ical point about the trust perspective 
is how well individual decision mak-
ers trust that other people will fol-
low those rules. For example, there 

is a rule against driving through a 
red light, but in many jurisdictions, 
people often drive through “orange” 
lights (as yellow turns to red) or even 
later. This teaches everyone that you 
cannot trust a green light to allow you 
to drive forward and makes driving 
less safe and efficient. (The European 
red-yellow-green transition helps cor-
rect this problem.)

Recall that trust is willingness to 
accept vulnerability, confidently ex-
pecting not to be exploited. This pays 
off in two related ways:

1. Cooperation with a trusted 
partner pays off much better 
than individual efforts.

2. Being able to count on social 
norms (and institutional rules) 
being followed provides valu-
able assumptions when plan-
ning one’s activities, saving on 
defense and failure recovery.

Trust might act as a replacement for 
certainty. Trust expresses confidence 
that a person or institution will behave 
in an expected way. If the trust is justi-
fied and the social norms and rules are 
followed, more efficient social results 
are possible. If the public trusts the 
AV companies to “do the right thing,” 
they will trust the AV’s programming 
and perception of the environment, 
not making a fuss over deployment in 
spite of uncertainty about the future.10 
But the trust needs to be justified.

WIDEN: This focus on trust is exactly 
right. I see two issues of trust. Do we 
trust what the AV will do? Do we trust 
the AV makers that the AV will per-
form as advertised? To assure people 
about my future conduct so that I am 
trusted, it may not be enough merely to 
state my principles. People need to see 
that I actually follow those principles 
(an idea I get from Robert Nozick). But 
it is hard for ordinary people to observe 
how an AV company is following safety 
principles in development of complex 
technologies like AVs. It is even harder 
if I use very vague standards like 
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“sufficiently safe” rather than “much 
safer than a human driver.”

WOLF: Trust is an emotional state that 
is deeply rooted in human behavior, 
perhaps stemming from the mother–
child relationship. Trust decisions are 
often made without regard to rational-
ity—both in when and where to bestow 
trust and when to remove that trust.

KOOPMAN: One factor of trust is the 
reputation of the company. Preferably 
based on a track record and not simply 
saying “we’re really smart, so trust us.” 
Another is word of mouth from per-
sonal and social circle experiences. 

A third, more technically substantive 
basis for trust is conformance to stan-
dards with attestations from indepen-
dent parties (think Good Housekeeping 
Seal or TÜV testing). However, the auto 
industry is essentially unique in that 
they “self-certify” for safety and do not 
have a strong historical track record of 
following (or at least publicly stating 
that they follow) their own industry 
computer-related safety standards.

Then there is regulation. Histor-
ically, aviation regulators have been 
proactively involved in safety deci-
sions for aircraft while they’re being 
designed. But for software-intensive 
functions in cars the U.S. National 
Highway Traffic Safety Administra-
tion (NHTSA) has relied primarily on 
recalls and other reactive measures. 
Once there is no human driver to 
blame for crashes, NHTSA is going to 
have to pivot hard into dealing with 
software safety up front.

What other trust factors am 
I missing?

WOLF: How about self-promotion?

KOOPMAN: A significant problem 
with trust is that it can initially be 
earned too quickly. An hour ride in a 
seemingly safe vehicle can lull peo-
ple into complacency—even though 
life-critical dependability requires 
tens of millions of hours of exposure 
to establish statistically significant 

life-critical dependability. Then there 
can be a backlash once trust is broken.

KUIPERS: A suggestion for building 
trust in AVs: detect and avoid deer col-
lisions. Collisions with deer are par-
ticularly hard to anticipate and avoid. 
From the human driver’s point of view, 
a deer simply appears in the path of the 
car with no warning at all.

An AV has cameras, lidar, and ra-
dar that sense 360° around the car, and 
the system can watch carefully all the 
time. A radar mounted under the car 
could look under parked cars and de-
tect deer moving toward the road that 
would be literally invisible to a human. 
Demonstrating that an AV can suc-
cessfully avoid deer collisions would 
encourage trust that the AV could also 
avoid collisions with people.

WOLF: Machines don’t suffer from 
some of the distractions prone to peo-
ple. However, they operate with finite 
computing resources that mean they 
may end up missing some events. 
Given the latency constraints required 
for driving decisions, off-loading deci-
sions to the cloud is impractical. The 
AV computing system may need to pri-
oritize some tasks over others, taking 
into account factors such as impor-
tance and timing constraints.

COMPUTER: What professional respon-
sibilities do we have as system designers? 

KOOPMAN: Do we trust companies 
at least partially motivated by poten-
tial windfall profits or IPO/SPAC (an 
“IPO” is an initial public offering and a 
“SPAC” is a special purpose acquisition 
company that is used to take a com-
pany public) valuations to decide for 
themselves what risks are acceptable 
when publicly testing such technol-
ogy? Is potential legal liability suffi-
cient incentive for them to act in a safe, 
responsible manner?

WIDEN: If you are asking about sys-
tem designers at an AV company, they 
need to recognize that there is a moral 

hazard—their decision making about 
advertising and deployment may be 
clouded by financial exigency—this is a 
worry I have about Aurora if no corporate 
procedures are put in place to protect the 
integrity of the decision process. I sus-
pect there is only so much a line engineer 
can do in the form of whistleblowing.

WOLF: Shouldn’t someone be con-
cerned that we don’t have a safety 
methodology for safety-critical auton-
omous systems?

The Federal Aviation Administra-
tion put out a recommendation for the 
use of ML in aircraft. They propose 
wrapping the ML component in a con-
trol loop that acts as a limiter. This 
would provide some benefits for ML 
but fundamentally limits the scope of 
those benefits. And I am not convinced 
that this approach eliminates safety 
problems. Consider, for example, an 
ML system that decides to bang the 
joystick randomly around the four cor-
ners. The control system may not be 
able to compensate.

KOOPMAN: In traditional safety-crit-
ical systems, the idealized framework 
for safe design is that the designers 
fully specify the system accounting for 
all possible situations. This is adapted 
for use in the messy real world by del-
egating to a human the job of risk mit-
igation beyond the scope of what the 
system can handle. Easy ethical issues 
are designed in intentionally, and hard 
ethical choices are often kicked up to a 
human operator.

WOLF: We may be confusing the tech-
nologies AI/ML and the application au-
tonomy in some situations, particularly 
when we complain about limitations. 
The definition of autonomy is import-
ant because it tells us when we have to 
apply some new engineering methods.

We seem to think that traditional 
safety-critical system design is insuf-
ficient for AVs. Is that due to the un-
derlying AI/ML technology? Or is it 
because we expect the vehicle to per-
form in a wider range of situations? 
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Engineering traditionally analyzes a 
machine’s response to a well-under-
stood set of inputs or forces; we then 
generalize to use cases. Do we need to 
do the same thing for AVs by restrict-
ing where they operate autonomously, 
perhaps never getting to Level 5? (Gen-
eral Motor’s driver assistance system 
limits itself to certain premapped 
highways.) Whatever new engineer-
ing methods we decide we that we 
need, how do we train students to un-
derstand when they have entered that 
new territory and need to apply an ad-
ditional level of methodology?

KOOPMAN: Without a human operator 
we can put a safety envelope around 
some potentially dangerous AI/ML ac-
tions to help mitigate risk. However, 
we’re still not sure how to do this effec-
tively for some functions such as ob-
ject classification. (Pedestrian or tree? 
We’ve seen bare legs and brown pants 
on people mistaken for tree trunks.) 
System designers have a responsibility 
to think very carefully about ensuring 
that the parts of the AI/ML system that 
don’t have safety envelopes are fit for 
purpose. If they are relying on big data 
arguments, this extends to making sure 
that the data collection and curation 
processes are similarly robust enough 
to trust them with people’s lives.

WOLF: I keep coming back to the use 
case issue. Do we think that we know 
how to create an AV that we would 
want to have driving through our 
neighborhood school zone when school 
lets out? Or would we be better off—at 
least for the time being—sticking with 
the still-challenging but relatively 
simpler highway driving case? There is 
an abstract question of how we create 
autonomies, and so on. But people are 
designing these cars right now.

COMPUTER: What should we teach our 
students about ethics, safety, and AVs?

WOLF: We need to think more about 
what we teach our students. It seems to 
me that teaching students even a little 

bit about ethics should change their 
thinking. First, that there are princi-
ples to help guide our decisions, such 
as utilitarianism versus giving every-
one an equal chance at survival. Sec-
ond, that different principles may lead 
to very different outcomes: hitting one 
person not five versus somehow giving 
everyone a chance at survival by flip-
ping a coin as suggested by the philos-
opher John Taurek many years ago.11

WIDEN: The MIT Moral Machine exper-
iment is just a newish discipline called 
empirical philosophy. It has its place as 
a point of information, mostly about 
variance across cultures. No serious 
person thinks you get ethics from a 
poll. I would start with that insight. 
And then focus students on the incred-
ibly difficult task of actually perform-
ing utilitarian calculations. Despite the 
difficulty of these calculations, society 
often needs to justify a decision using a 
cost/benefit analysis. But on the other 
side, there are certain personal rights, 
which are sacrosanct and may not be 
overcome by a utilitarian calculus—
you can’t harvest organs, for example.

The difference between philosophi-
cal consideration of an ethical dilemma 
and deployment of an AV, is that in the 
thought experiment only feelings get 
bruised if the experiment sends an in-
terlocutor into a state of aporia (a fancy 
Greek term for confusion). On the 
highway, somebody gets killed. Theory 
meets practice in the road test.

KOOPMAN: Teaching ethical princi-
ples is important, but we also need to 
make sure our students are equipped 
to deal with the system-wide implica-
tions of safety.12 Right now, we have a 
situation in which the Silicon Valley 
(“move fast and break things”) culture 
is trying to work with the automotive 
culture (“probably it was driver error”), 
the AI/ML culture (“99% is amazing”), 
and the computer-based system safety 
community (“99% is indeed impressive 
for that technology. But life-critical is 
more like 99.999999% per mile”). Stu-
dents need to be able to reconcile all 

these different approaches to depend-
ability in their heads at the same time.

KUIPERS: Cooperation delivers better 
rewards than noncooperative effort, 
but it depends on trust among the part-
ners. The “Prisoner’s Dilemma” illus-
trates this: when each individual tries 
to maximize reward and eliminate vul-
nerability, the outcomes are bad for both 
the individuals and the group. A good 
outcome requires justified trust. Social 
norms like “drive on the right” are a kind 
of generalized cooperation across the 
whole society. When we can trust them, 
they make everyone’s travel safer and 
more efficient. The bottom line is trust, 
earned through trustworthiness.13 Both 
engineers and management of AV com-
panies need to focus on structures that 
promote trust in just the right way.

COMPUTER: Thank you, all, for this 
excellent discussion.  Autonomous ve-
hicle development is moving very rap-
idly; it also refers to some fundamen-
tal concepts in ethics, law, and AI. 
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