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Abstract

We aimed to make a face tracker that keeps a spotlight on
a user. We accomplished this by obtaining an initial bound-
ing box, applying masks, and then using the mean-shift al-
gorithm to update the bounding box. This report aims to
describe our methods in approaching, implementing, and
testing this project.

1. Introduction

COVID has made 2020 a strenuous year for many peo-
ple. Most individuals have been isolated from loved ones
and solitude has had a negative effect on the mental health
of many. In a time of great melancholy and uncertainty,
there is a need for being brought together without physically
being brought together. That is why we built The Spotlight’s
On You.

Schools, workplaces, and even friends and family can
lose sight of each other when they use virtual communi-
cation. Seeing the face of the person you are talking to
has become extremely important in these times of social
distancing. That is why we’ve built a system that tracks
a user’s face and always shines a spotlight on him or her.
This way, your friend, colleague, or team member can be
the only thing shining on your screen.

Our spotlight was implemented to always move with the
user. We accomplished this by getting an initial bounding
box of a face and then using the mean shift algorithm to alter
the bounding box’s location. No matter where on-screen the
user goes, the spotlight will always be on them.

Similar projects have been implemented before. For ex-
ample, Snapchat has software that tracks a users face and
applies different styled filters to it. All the filters enhance
the emotion sent over virtual communication. We were in-
spired by the happiness that these filters bring to so many
people, and so, we created a unique filter that generates util-
ity by simply making people’s days brighter.

With the pandemic, we have to find new, creative ways
to enjoy each other’s virtual presence. Although our project
is not directly practical, we believe increasing the number
of smiles in the world is a great mission to strive for.

2. Approach
To get the initial location of the face in the video input,

we used OpenCV’s pre-trained Haar-Cascades classifier [1].
This model returns the location of the face in the form of a
bounding box. Our initial approach was, given the initial
bounding box, to use a Kalman filter to update the position
of the bounding box to track the person’s face as they move
throughout the image. Upon further research, we decided
that a mean-shift algorithm was the simpler and more effi-
cient solution to our face tracking task.

2.1. Backprojection vs. HSV Thresholding

One key component of our algorithm was the pre-
processing of the image by converting the current frame
from the RGB to HSV colorspace. From here, we tried
two different methods to best track the face between frames.
Our first method, backprojection, began by creating a his-
togram of all the hue, saturation, and value pixels within the
bounding box as well as the entire image. Then, we identi-
fied the region in the image whose histogram most closely
matched that of the bounding box. This was accomplished
by dividing the bounding box’s histogram by the entire im-
age’s histogram. This yielded an image where the brighter
the pixel value, the more likely it was to be the face in the
image. Upon testing this method, we found that it was too
noisy, and as a result, our mean shift algorithm was con-
verging to areas other than the face. This can be seen in
Figure 1.

The second method we tried, and ultimately chose, was
HSV-color thresholding. This method is very simple. All it
does is identify whether a pixel’s hue, saturation, and value
are within a certain range that covers all the possible val-
ues for a human face. This allowed us to create a fairly
reliable mask that we could input into our mean shift algo-
rithm. Similar to the previous method, the higher the pixel
value, the more likely it was to be a face. This method cre-
ated a much better mask for our mean shift algorithm and
allowed the bounding box to converge much more reliably.
This can be seen in Figure 2.

2.2. Mean Shift

We used mean-shift as our main algorithm for our face
tracking. From our pre-processing step, we acquired a ma-
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Figure 1. Backprojection (Left: OpenCV, Right: Ours)

Figure 2. HSV Thresholding

trix where higher values indicate pixels that were associate
with a face. This, along with an initial bounding box of
the face that we want to track, is everything we needed to
implement our mean-shift algorithm.

The first step of the algorithm is to calculate the row
and column inside our bounding box that corresponds to
the mean. We accomplish this by taking the sum of all pixel
values multiplied by their respective row or column. With
the center of mass of the bounding box acquired, we can
shift the center of our bounding box to the new center of
mass.

Figure 3. Meanshift [4]

As seen from Figure 3, this does not guarantee that we
will be at the true center of mass of the entire frame. Be-
cause of this, we run the mean-shift algorithm ten times ev-
ery frame. This allows us to successfully keep someone’s
face in the center of the bounding box at all times.

2.3. Spotlight Rotation

Figure 4. Spotlight

With mean-shift completed, we had to implement an im-
age of a spotlight that rotates along with the individual.
These steps are detailed below, describing the setup and
continuous application of the spotlight.

During startup, it was necessary to scale and position the
spotlight relative to the size and resolution of the screen. Af-
ter this, we used the alpha channel in the PNG image to find
out what pixels were completely transparent in the image.
Then, we stored the nontransparent points in a matrix. We
used these points to rotate the spotlight in the next frame.

To do this, we generated a 3x3 rotation matrix which we
then applied to the set of points corresponding to the orig-
inal spotlight image. For every iteration, to get the correct
position, we calculate a distance and theta from the center
of the spotlight to the center of the users face. Once we
have these values, we can input the theta into our rotation
matrix and multiply it by the indices representing our spot-
light. This will correctly transform the spotlight between
frames so that it is always pointing to the center of the users
face.

3. Experiments

3.1. Data

To validate the proposed approach, 301 frames of a video
containing a moving face are used to evaluate quantitative
metrics. Live video feed is otherwise used for supplemental
qualitative testing. This specific data is chosen because it
resembles the typical use case of the approach and contains
a reasonable amount of noise to ensure robustness.

3.2. Metrics

Success is measured qualitatively by visually assess-
ing the accuracy of the bounding boxes and quantitatively
through an intersection over union (IOU) comparison with
OpenCV’s implementation of mean-shift.
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3.3. Results

After researching and attempting different algorithms for
obtaining the features needed as input to the mean-shift al-
gorithm, we ultimately decided to implement two different
approaches. These two methods are both explained and
qualitatively and quantitatively tested below. The first con-
sists of generating a skin tone HSV thresholded mask and
then calculating a histogram from the first frame of video.
This is then used in backprojection for each new video
frame which probabilistically determines the output fea-
tures. Both OpenCV and our mean-shift algorithms are run
on the output from backprojection and bounding boxes are
updated for each frame. The bounding boxes in this method
were jittery and had some issues tracking the face. IOU
scores were not very stable, but still substantial with an av-
erage of 88.4% IOU over the whole video using OpenCV’s
backprojection and 95.1% using our own implementation.
This suggests a possible issue in the feature-space rather
than in the mean-shift implementation.

Figure 5. With Backprojection (Top: OpenCV, Bottom: Ours)

The second method involves a similar approach but re-
moves backprojection. It was noticed first qualitatively
that backprojection allowed for too much background noise
when taking into account camera quality and instability.
Thus, this approach generates a new HSV thresholded mask
for each frame and directly uses the mask for the features
being input to both OpenCV and our mean-shift algorithms.
The output of this method was instantly noticed to be much
smoother and tracked the face very well. It gave stable IOU
scores and an average of 99.0%. A possible downside to this
method is that artifacts are introduced into the masked im-
age when skin tone colored objects are in the frame. Given
properly sized bounding boxes, this should not present a
significant issue.

Figure 6. With HSV Thresholding

4. Implementation
We utilized OpenCV’s CascadeClassifier and detectMul-

tiScale function to get our initial bounding box around a
face so that we could focus our efforts on tracking [1].
During experimentation we used OpenCV’s backprojection
and eventually created our own based on it [2]. We wrote
our own mean-shift algorithm inspired by OpenCV’s imple-
mentation and online resources [3][4]. Also, we wrote the
algorithm used to rotate the spotlight from scratch.

5. Special Instructions for Special Situations
Our spotlight operates with two different modes - nor-

mal mode and party mode. Normal mode simply reduces
the brightness of everything outside the spotlight. We ac-
complish this by simply subtracting a constant from all 3
RGB channels. Party mode cycles through different colors
in differing intensities on top of doing everything that nor-
mal mode does.
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