Lecture 15:
Object Detection
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Reminder: A4
A4 due Friday October 30, 11:59pm

A4 covers:

- PyTorch autograd

- Residual networks

- Recurrent neural networks
- Attention

- Feature visualization

- Style transfer

- Adversarial examples
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Last Time: Visualizing and Understanding CNNs

Maximally Activating Patches  Synthetic Images via
Gradient Ascent

(Guided) Backprop

Feature Inversion
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Last Time: Making art with CNNs

Style Transfer

DeepDream
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So far: Image Classification

N } Class Scores
><><J - Cat: 0.9

Dog: 0.05
Fully-Connected: C;)E 0.01
4096 to 1000 o

13 dense dense

g|

| This image is CCO public domain ) 3 ) Vector:
4096
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https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Computer Vision Tasks

Semantic Object Instance
Segmentation Detection Segmentation

Classification
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CAT GRASS, CAT, TREE, DOG, DOG, CAT
“ AN SKY AN Y,
e Y Y
No spatial extent  No objects, just pixels Multiple Objects

This image is CCO public domain
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https://pixabay.com/en/pets-christmas-dogs-cat-962215/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Today: Object Detection

Object
Detection

DOG, DOG, CAT

\— _/
Y

Multiple Objects

This image is CCO public domain
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https://pixabay.com/en/pets-christmas-dogs-cat-962215/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Object Detection: Task Definition

Input: Single RGB Image

Output: A set of detected objects;
For each object predict:

1. Category label (from fixed,
known set of categories)

2. Bounding box (four numbers:
X, Yy, width, height)
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Object Detection: Challenges

- Multiple outputs: Need to output
variable numbers of objects per image

- Multiple types of output: Need to
predict "what” (category label) as well
as “where” (bounding box)

- Large images: Classification works at
224x224; need higher resolution for
detection, often ~800x600
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Detecting a single object

Max 8 Max
pooling pooling

Vector:
4096

This image is CCO public domain
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https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
Class Scores
Fully
Connected: Cat: 0.9 Softmax
4096 to 1000 Dog: 0.05 Loss
Car: 0.01

Vector:
4096

This image is CCO public domain
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https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
Fully Class Scores
Connected: Cat: 0.9 Softmax
4096 to 1000 Dog: 0.05 Loss
Car: 0.01
. R Vector: \
This image is CCO public domain 4096 Fu"y
Treat localization as a Zg;‘g‘:c":d: Box —— L2 Loss
. (@) .
regression problem! Coordinates T
(X, y, w, h)
“Where” Correct box:

(X, y', w’, h')
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DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
Fully Class Scores
Connected: Cat: 0.9 Softmax
4096 to 1000 Dog: 0.05 Loss
Car: 0.01 l
. NEm= e == A Weighted LosS
. R Vector: \
This image is CCO public domain 4096 Fu"y
Treat localization as a Zg;‘g‘:c":d: Box —— L2 Loss
: 0 :
regression problem! Coordinates T
(X, y, w, h)
“Where” Correct box:

(x’, ¥y, w’, h’)
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DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
Fully Class Scores
Connected: Cat: 0.9 Softmax
4096 to 1000 Dog: 0.05 Loss Multitask
Car: 0.01 l Loss
‘ 2 " & W] Weighted Loss
o | Vector: \ ,
This image is CCO public domain Fully
Treat localization as a 4096 Zg;‘g‘:t:d: Box —— L2 LoSS
regression problem! Coordinates T
(X, y, w, h)
“Where” Correct box:

(X” yl’ WI’ h))
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https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
Fully Class Scores Sof
Often pretrained Connected: Cat: 0.9 ortmax
Loss :
?” 'm?ge:\'et ) 4096101000~ n5g. 0,05 Multitask
Transfer learning Car: l
ar: 0.01 1
- 0SS
) ER S ESE T - I Weighted Loss
N 3{ ..... T TR Sum
. R Vector: \
This image is CCO public domain 4096 Fu"y
Treat localization as a Zg;g‘:a:d: Box — L2 Loss
. (0] H
regression problem! Coordinates T
(%, ¥, W, h)
“Where” Correct box:

(X’I y’l W’I h’)
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https://pixabay.com/p-1246693/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en

DeteCting a Sing|e iject ‘““Nhat” Correct label:

Cat l
. Fully Class Scores
Often pretrained Connected: Cat: 0.9 So:tmax
on ImageNet 4096101000~ 1. 05 ©5%  Multitask
(Transfer learning) Car: 0.01 l Loss
- L e E == Weighted LosS
N Vector: \ ,
This image is CCO public domain Fully
Treat localization as a 4096 Zg;g‘:gtjd: Box _ — L2 Loss
regression problem! Coordinates T
(X, y, w, h)
Problem: Images can have  “\\/here” Correct box:
more than one object! (X, ¥, w’, h’)
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https://creativecommons.org/publicdomain/zero/1.0/deed.en

Need different numbers
of outputs per image

Detecting Multiple Objects

>ZJ CAT: (x,y, w, h) 4 numbers

ing 2098 204

D>ZJ DOG: (x,y, w, h)

DOG: (x,y, w, h) 16 numbers
CAT: (x, y, w, h)

ing 2098 204

L DUCK:(x,y,w, h)  Many
41 DUCK:(x,y,w,h)  numbers!

pooling 207 04

<
e[

Duck image is free to use under the Pixabay license
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https://pixabay.com/photos/duckling-duck-waterbird-chick-3456779/
https://pixabay.com/service/license/

Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Dog? NO
Cat? NO
Background? YES
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Dog? YES
Cat? NO
Background? NO
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

2 }}:»;.;<;28 ><:E><EB D Og ? Y E S
Y )L i Cat? NO

S Background? NO
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Dog? NO
Cat? YES
Background? NO
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Question: How many possible boxes
are there in an image of size H x W?
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Question: How many possible boxes
are there in an image of size H x W?

Consider a box of size h x w:
Possible x positions: W —-w + 1
Possible y positions:H—h + 1
Possible positions:
(W—w+1)*(H-h+1)
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Question: How many possible boxes
are there in an image of size H x W?

. , Total possible boxes:
Consider a box of size h x w: H w

Possible x positions: W —w + 1 Z z W—w+1)(H-h+1)
Possible y positions: H—h + 1 e L

Possible positions:
(W-w+1)*(H-h+1) HH+DOWW +1)
2 2
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Detecting Multiple Objects: Sliding Window

Justin Johnson

800 x 600 image
has ~“58M boxes!
No way we can

evaluate them all

Apply a CNN to many different
crops of the image, CNN classifies
each crop as object or background

Question: How many possible boxes
are there in an image of size H x W?

. , Total possible boxes:
Consider a box of size h x w:

H W
Possible x positions: W —w + 1 Z 2 W—w+1)(H-h+1)
Possible y positions: H—h + 1 e L

Possible positions:
(W-w+1)*(H-h+1) HH+DOWW +1)
2 2
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Region Proposals

e Find a small set of boxes that are likely to cover all objects

o Often based on heuristics: e.g. look for “blob-like” image regions

o Relatively fast to run; e.g. Selective Search gives 2000 region
proposals in a few seconds on CPU

v

Alexe et al, “Measuring the objectness of image windows”, TPAMI 2012

Uijlings et al, “Selective Search for Object Recognition”, 1JCV 2013

Cheng et al, “BING: Binarized normed gradients for objectness estimation at 300fps”, CVPR 2014
Zitnick and Dollar, “Edge boxes: Locating object proposals from edges”, ECCV 2014
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R-CNN: Region-Based CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN

Regions of
Interest (Rol)
from a proposal

Girshick et al, “Rich feature hierarchies for accurate object detection and

m et h 0 d (~2 k) semantic segmentation”, CVPR 2014.

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN

// Warped image
regions (224x224)

A
A

Regions of
_ = Interest (Rol)
image / — s VBN from a proposal
T O mMethod (V2K)  cemantcseamentation maosa. e

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN

Conv Forward each
Conv Net region through
Comy Net ConvNet
Net ﬁ Warped image
regions (224x224)

Regions of

. Interest (Rol)

image , T ] e~ 2 7 fr‘om a pro posal

S 2 Method (V2K)  Senmmicigmenn s e

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

ST =
~-— - / g
44
= -

S —
. 7/
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN Classify each reglon

Class
Class 4
=ase Conv Forward each
Conv Net region through
Net ConvNet
Conv
Net ﬁWarped image
regions (224x224)

A , Regions of
Input _ Interest (Rol)
Image /Nl £ 0 S #r - from a proposal
V4 & (| S ' 3 Girshick et al, “Rich feature hierarchies for accurate object detection and

m et h 0 d (~2 k) semantic segmentation”, CVPR 2014.

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN Classify each region

Bounding box regression:

Bbox || Class Predict “transform” to correct the
Bbox | | Class L ] Rol: 4 numbers (t,, t, t,, t,)
Bbox | [ Class | ®
Conv Forward each
Cony Net region through
o Net ConvNet
Net ﬁ Warped image
regions (224x224)

= 1=
A

Regions of
_ Interest (Rol)
image /ll £l S S~ from a proposal
SO mMethod (V2K)  cemantcseamentation maosa. e

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN Classify each region

- I Bounding box regression:
Bbox || Class Predict “transform” to correct the
Bbox | | Class L ] Rol: 4 numbers (t,, t, t,, t,)

Bbox | | Class o . 4 each
Conv orward eac Region proposal: (p,, P, Ph, Pw)
Conv Net region through | ransform: (t,, t, tp tw)
Net ConvNet Output box: (b,, b,, b;,, b,,)
Conv y
Net ﬁWarped image . .
regions (224x224) Translate relative to box size:

bx = Px + pwtx by = py + phty

Regions of
Interest (Rol)

from a proposal
Girshick et al, “Rich feature hierarchies for accurate object detection and
m et h 0 d (~2 k) semantic segmentation”, CVPR 2014.

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Log-space scale transform:
b, = puexplty) by =ppexp(ty,)

Justin Johnson Lecture 15 - 33 October 25, 2020


https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Test-time
Bbox || Class
Bbox | | Class 1
Bbox | | Class o
Conv
Conv Net
Conv Net
Net

Justin Johnson

Lecture 15 - 34

Input: Single RGB Image

Run region proposal method to
compute ~2000 region proposals
Resize each region to 224x224 and run
independently through CNN to predict
class scores and bbox transform

Use scores to select a subset of region
proposals to output

(Many choices here: threshold on
background, or per-category? Or take
top K proposals per image?)

Compare with ground-truth boxes

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Comparing Boxes: Intersection over Union (loU)

How can we compare our
prediction to the ground-truth box?

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://creativecommons.org/licenses/by/2.0/deed.en

Comparing Boxes: Intersection over Union (loU)

How can we compare our
prediction to the ground-truth box?

Intersection over Union (loU)

(Also called “Jaccard similarity” or
“Jaccard index”):

Area of Intersection

Area of Union

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://creativecommons.org/licenses/by/2.0/deed.en

Comparing Boxes: Intersection over Union (loU)

How can we compare our
prediction to the ground-truth box?

Intersection over Union (loU)

(Also called “Jaccard similarity” or
“Jaccard index”):

Area of Intersection

Area of Union

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://creativecommons.org/licenses/by/2.0/deed.en

Comparing Boxes: Intersection over Union (loU)

How can we compare our
prediction to the ground-truth box?

Intersection over Union (loU)

(Also called “Jaccard similarity” or
“Jaccard index”):

Area of Intersection

Area of Union

loU > 0.5 is “decent”

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
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Comparing Boxes: Intersection over Union (loU)

How can we compare our
prediction to the ground-truth box?

Intersection over Union (loU)

(Also called “Jaccard similarity” or
“Jaccard index”):

Area of Intersection

Area of Union

loU > 0.5 is “decent”,
loU > 0.7 is “pretty good”,

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://creativecommons.org/licenses/by/2.0/deed.en

Comparing Boxes: Intersection over Union (loU)

.

How can we compare our
prediction to the ground-truth box?

Intersection over Union (loU)

(Also called “Jaccard similarity” or
“Jaccard index”):

Area of Intersection

Area of Union

loU > 0.5 is “decent”,
loU > 0.7 is “pretty good”,
loU > 0.9 is “almost perfect”

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://creativecommons.org/licenses/by/2.0/deed.en

Overlapping Boxes
O N, Mm‘mw-'mw

Problem: Object detectors often ' ' v | P i
output many overlapping detections:

(2 \m/n i
\\‘ &\\L’z‘@w’t\, W’.T{A'WMT f“f
Y \:”'("' . -

e ) \ '
Llman o m,

A_S»:

Puppy image is CCO Public Domain
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://pxhere.com/en/photo/652302
https://creativecommons.org/publicdomain/zero/1.0/

Overlapping Boxes: Non Max Suppressmn (NMS)

T I YN N R NP
Problem: Object detectors often ~' . g AT i - --

output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

) ‘.‘\a«»

n‘ 'lf"

/ o~Nd

Puppy image is CCO Public Domain
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Overlapping Boxes: Non Max Suppressmn (NMS)

T I YN N R NP
Problem: Object detectors often ~' . g AT i O : --

output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7) ' 44 — '\\\{ Sea ww§
3. If any boxes remain, GOTO 1 N2 ! e
t\\\‘n/f m :
IOU(., .) - 0.78 Ay, :m‘*’ﬁm"v‘rvn
loU(m, m) = 0.05 0 % \\;k‘ )

/ o~Nd

loU(m, =) = 0.07

Puppy image is CCO Public Domain
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Overlapping Boxes: Non Max Suppression (NMS)

*‘v‘"“"n‘\ ~Za ] Y AN lama
Problem: Object detectors often C o £ s R et

output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

loU(m, =) =0.74

Puppy image is CCO Public Domain
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://pxhere.com/en/photo/652302
https://creativecommons.org/publicdomain/zero/1.0/

Overlapping Boxes: Non Max Suppressmn (N
N N\‘

Problem: Object detectors often
output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

Puppy image is CCO Public Domain
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https://commons.wikimedia.org/wiki/File:The_Puppy.jpg
https://pxhere.com/en/photo/652302
https://creativecommons.org/publicdomain/zero/1.0/

Overlapping Boxes: Non Max Suppressuon (NI\/IS)

Problem: Object detectors often
output many overlapping detections:

Solution: Post-process raw
detections using Non-Max
Suppression (NMS)

1. Select next highest-scoring box
2. Eliminate lower-scoring boxes

with loU > threshold (e.g. 0.7)
3. If any boxes remain, GOTO 1

Problem: NMS may eliminate “good”
boxes when objects are highly
overlapping... no good solution =(

Justin Johnson Lecture 15 - 46 October 25, 2020


https://pixabay.com/photos/audience-crowd-people-persons-828584/
https://pixabay.com/service/license/

Evaluating Object Detectors:
Mean Average Precision (mAP)

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) =
area under Precision vs Recall Curve

Justin Johnson Lecture 15 - 47
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (ma?) [ N I 1N IEE
1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = - - -

area under Precision vs Recall Curve

1. For each detection (highest score to lowest score) All ground-truth dog boxes
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All dog detections sorted by score

Evaluating Object Detectors:
Mean Average Precision (mAP)

>
m

Match: loU > 0.5

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = -
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative

All ground-truth dog boxes
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All dog detections sorted by score

Evaluating Object Detectors:
Mean Average Precision (mAP)

>
m

Match: loU > 0.5

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = -
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,

All ground-truth dog boxes

mark it as positive and eliminate the GT Precision =1/1=1.0
2. Otherwise mark it as negative Recall =1/3 =0.33
3. Plot a point on PR Curve L ®
c
o
‘0
O
L
a
| I I
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (mAP) m - m - -
//// Match: loU > 0.5

1. Run object detector on all test images (with NMS) -

2. For each category, compute Average Precision (AP) =
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,

All ground-truth dog boxes

mark it as positive and eliminate the GT Precision =2/2=1.0
2. Otherwise mark it as negative Recall = 2/3 =0.67
3. Plot a point on PR Curve L O O
c
o
‘0
O
L
a
| I I
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (mAP) m - m - -

No match > 0.5 loU with GT
1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = -
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,

All ground-truth dog boxes

mark it as positive and eliminate the GT Precision = 2/3 =0.67
2. Otherwise mark it as negative Recall = 2/3 =0.67
3. Plot a point on PR Curve L O O
S O
Vs
O
L
a
| | |
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (mAP) m - m - -

No match > 0.5 loU with GT
1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = -
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,

All ground-truth dog boxes

mark it as positive and eliminate the GT Precision =2/4=0.5
2. Otherwise mark it as negative Recall = 2/3 =0.67
3. Plot a point on PR Curve L O O
c
kS ®
L
§ O
o
| | |
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors: >

Mean Average Precision (mAP) m m
Match: > 0.5 loU /

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) =
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,

All ground-truth dog boxes

mark it as positive and eliminate the GT Precision =3/5=0.6
2. Otherwise mark it as negative Recall=3/3=1.0
3. Plot a point on PR Curve L O O
c
kS ®
% ®
S O
| -
o
| | |
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (mAP) m - m - -

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) =
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR Curve o
2. Average Precision (AP) = area under PR curve

All ground-truth dog boxes

Precision

Dog AP =0.86

|
|
Recall 1.0
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All dog detections sorted by score

Evaluating Object Detectors:

Mean Average Precision (mAP) m - m - -

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) = -
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR Curve o

All ground-truth dog boxes

2. Average Precision (AP) = area under PR curve g
How to get AP = 1.0: Hit all GT 2
. Q
> 0. =
ones Wltf.\ !otf’ 0.5, a.nd have no ~ | Dog AP =0.86
false positive” detections ranked | |
above any “true positives” ' Recall ' Lo
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Evaluating Object Detectors:
Mean Average Precision (mAP)

1. Run object detector on all test images (with NMS)

2. For each category, compute Average Precision (AP) = Car AP =0.65
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score) Cat AP =0.80

1. If it matches some GT box with loU > 0.5, _
mark it as positive and eliminate the GT Dog AP =0.86
2. Otherwise mark it as negative mAP@OS =0.77
3. Plot a point on PR Curve
2. Average Precision (AP) = area under PR curve
3. Mean Average Precision (mAP) = average of AP for
each category
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Evaluating Object Detectors:
Mean Average Precision (mAP)

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision (AP) =
area under Precision vs Recall Curve
1. For each detection (highest score to lowest score)
1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR Curve
2. Average Precision (AP) = area under PR curve
3. Mean Average Precision (mAP) = average of AP for
each category
4. For “COCO mAP”: Compute mAP@thresh for each loU
threshold (0.5, 0.55, 0.6, ..., 0.95) and take average

Justin Johnson Lecture 15 - 58

MAP@0.5 =0.77
MAP@0.55=0.71
MAP@0.60 = 0.65

MAP@0.95 = 0.2

COCO mAP=0.4
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R-CNN: Region-Based CNN Classify each region

Bounding box regression:

Bbox || Class Predict “transform” to correct the
Bbox | | Class L ] Rol: 4 numbers (t,, t, t,, t,)
Bbox | [ Class | ®
Conv Forward each
Cony Net region through
o Net ConvNet
Net ﬁ Warped image
regions (224x224)

= 1=
A

Regions of
_ Interest (Rol)
image /ll £l S S~ from a proposal
SO mMethod (V2K)  cemantcseamentation maosa. e

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based C

NN

Bbox || Class
Bbox | | Class 1
Bbox | | Class N
Conv
Conv Net
Conv Net
Net

Classify each region

Bounding box regression:
Predict “transform” to correct the
Rol: 4 numbers (t,, t, t,, t,)

Forward each

region through
ConvNet

ﬁ Warped image

regions (224x224)

Problem: Very slow!
Need to do ~2k forward
passes for each image!

Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and
semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Justin Johnson
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

R-CNN: Region-Based CNN Classify each region

Bounding box regression:

Bbox || Class Predict “transform” to correct the
Bbox | | Class L] Rol: 4 numbers (t,, t,, t;, t,,)
Bbox | | Class N .
Conv orward each
o Net region through ~ Problem: Very slow!
Net ConvNet Need to do ~2k forward
Cl\clmtv i Warped image passes for each image!
e
regions (224x224)

Solution: Run CNN
*before™ warping!

e ’ / Regions of
Input (- Interest (Rol)

IMage / N V=N from a proposal
y T L e ._;"" b Girshick et al, “Rich feature hierarchies for accurate object detection and
m et h 0 d (~2 k) semantic segmentation”, CVPR 2014.

Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

“Slow” R-CNN
Process each region
independently

Bbox || Class

Bbox Class
Bbox | | Class N

Conv
Conv Net
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Fast R-CNN

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Justin Johnson

Lecture 15 - 63

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class
Class N
Conv
Conv Net
Net
Conv
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

ya

/Image features

“Backbone” T
network:

AlexNet, VGG,
ResNet, etc

ConvNet

)
at

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.

Justin Johnson

-
=

Run whole image

through ConvNet
: —

Input image
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“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class
Class N
Conv
Conv Net
Net
Conv
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

“Slow” R-CNN
Process each region

. independently
Regions of

Interest (Rols) e Bbox || Class
from a proposal o ™

method //g:i/lmage features o Cﬁ:tv
“Backbone” T Run whole image

network: through ConvNet

AlexNet, VGG, .

ResNet, etc ot ’

AL

-
=

)
at

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure yright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

“Slow” R-CNN
Process each region

: independently
Regions of
Interest (Rols) Bbox || Class
Bbox | | Class
from a proposal ~— ,— Crop + Resize features

Bbox | | Class N

methoa @éﬁ/lmage features conv

Conv Net
“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, 7
ResNet, etc ot

AL

5
~

Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure yright Ross Girshick, 2015; s e. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN
“Slow” R-CNN
Process each region

. independently
Regions of = = = [| Per-Region Network
Interest (Rols) 5 5 5 — = Bbox || Class
f | OoX ass
r:;ﬁ]gdproposa /t7 /'7 Crop + Resize features  ——7r—1 %

/2 ! 7&5/Image features o Cﬁ:tv

“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, P i *
ResNet, etc Ly

Girshick, “Fast R-CNN”, ICCV 2015. Figure right Ross Girshick, 2015; s e. Reproduced with permission
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

Regions of
Interest (Rols)
from a proposal
method

Bbox Bbox Bbox
Class Class Class
P P
= P Z
(@] (@]

Category and box
transform per region

Per-Region Network

/t7 )7 Crop + Resize features

“Backbone”

network:
AlexNet, VGG,
ResNet, etc

Girshick, “Fast R-CNN”, ICCV 2015. Figure

@&Mlmage features

right Ross Girshick, 2015; s

ConvNet

e. Reproduced with permission

Run whole image

through ConvNet
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“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class
Class N
Conv
Conv Net

October 25, 2020
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | Class | transform per region

| % t t Per-Region network is
Regions of Per-Region Network relatively lightweight
Interest (Rols) 5
from a proposal )7 /'7 Crop + Resize features
method @iﬁ/lmage features
“Backbone” Run whole image
network: through ConvNet Most of the computation
AlexNet, VGG, Conuban | happens in backbone

ResNet, etc network; this saves work for

overlapping region proposals

4
R

» Input image

right Ross Girshick, 2015; source. Reproduced with permission
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

Bbox | | Bbox || Bbox | Category and box c o
Class | | Class | | Class | transform per region Xamp e..
When using
- AlexNet for
Regions of = - = || Per-Region Network . .
Interest (Rols) z = = detection, five
from a proposal Crop + Resize features conv layers are
method @ used for
= &Mlmage features backbone and
“Backbone” un whole image two FC layers are
network: hrough ConvNet used for per-
AlexNet, VGG, = region network
ConvNet =
ResNet, etc

nput image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Softmax |

Fast R-CNN e

3x3 conv, 512

Bbox | | Bbox | | Bbox | Category and box TN,
. Example:
Class | | Class | | Class | transform per region T
S For ResNet, last
3x3 cony, 512
‘ . 28 oy 5122 stage is used as
Regions of =zl [z[| [z ]| Per-Region Network : 8e 1>
Interest (Rols) 5 5 5 per-region
from a proposal Crop + Resize features T network; the rest

of the network is

mEthOd @ 5 33 oV 128
/ > & /Image features 3x3 conv, 128 used aS backbone

3x3 conv, 128

“Backbone” un whole image
network: hrough ConvNet e
AlexNet, VGG, R 20 con o
ResNet, etc oY - — ——

3x3 conv, 64

200
i
I

nput image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission.
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | Class | transform per region

/t /t /t

Regions of = z || Per-Region Network
Interest (Rols) 5
from a proposal & /'7 Crop + Resize features How to crop
method iﬁ/lmage features features?
“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, oo —
ResNet, etc = Qe
" Input image

Girshick, “Fast R-CNN”, ICCV 2015. Figure copyright Ross Girshick, 2015; source. Reproduced with permission
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https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0

Cropping Features: Rol Pool

Input Image
(e.g. 3 x 640 x 480)

Girshick, “Fast R-CNN”, ICCV 2015.

Justin Johnson
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Cropping Features: Rol Pool

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool

Project proposal
onto features

\
CNN
//
A AN IR
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool

“Snap” to

Project proposal \ grid cells

onto features

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool ... Divide into 2x2
PPITS >hap” to grid of (roughly)

Project proposal \ grid cells equal subregions

onto features

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Justin Johnson Lecture 15 - 77 October 25, 2020



Cropping Features: Rol Pool ... Divide into 2x2
PPITS >hap” to grid of (roughly)

Project proposal \ grid cells equal subregions

onto features

Max-pool within
each subregion

\ 4

Region features
(here 512 x2 x 2;
In practice e.g 512 x 7 x 7)

Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the
same size even if input

regions have different sizes!

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool ... Divide into 2x2
PPITS >hap” to grid of (roughly)

Project proposal \ grid cells equal subregions

onto features

Max-pool within
each subregion

\ 4

Region features
(here 512 x2 x 2;
In practice e.g 512 x 7 x 7)

Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the
same size even if input

regions have different sizes!

Girshick, “Fast R-CNN”, ICCV 2015.
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Cropping Features: Rol Pool .. Divide into 2x2
PPITS >hap” to grid of (roughly)

Project proposal \ grid cells equal subregions

onto features

Max-pool within
each subregion

\ 4

| Region features
| (here 512 x 2 x 2;
In practice e.g 512 x 7 x 7)

A yE A
TN T L PN YNy o
NP VU Rt AU ety

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the
Problem: Slight misalignment due to same size even if input
Girshick, “Fast R-CNN”, ICCV 2015. snapping; different-sized subregions is weird regions have different sizes!
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

, No “snapping”!
Project proposal

onto features

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

, No “snapping”!  Sample features at
Project proposal Iar] d voint
onto features .regu arty Space. p0|r1 >
in each subregion using
bilinear interpolation

o000
0|00
o0 | 060
o0 | (00

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
. bilinear interpolation
oo l!lee L
| (4 4 | O 4 | 7
// ‘ ‘
44 = L ®
RS \“ \4,»“\ TN %\‘;‘_ . \ h ~ . ‘
Input Image Image features A
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

, No “snapping”!  Sample features at
Project proposal regularly-spaced points
onto features 5 y-5P P

in each subregion using
bilinear interpolation
7
7
e fe s f; 5
, O
6.5,5.8
) O ©
\\\\ f6’6 f7,6

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
i bilinear interpolation
\ T 1Tl //
1o e f6,5‘ f7,5
CNN el
| 6.5,5.8
j~“;\\» | / l ? _
\ »"':;-'il‘,‘:)‘} AN AR ,1/ h ~ f . ‘f
2 “~_ |66 7,6
Jzy = Zi,jzl Jij max (0,1 — |z — z;|) max(0,1 — |y — yjl) b _ _
f6.5,5.8 _ (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2) Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

+(fse* 0.5 * 0.8) + (f, s * 0.5 * 0.8)
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
bilinear interpolation

7
@@ 0@ s
1o e f6,5 f7,5
| ' /// ‘
| 0.8
6.5,5.8
Sl C. - o
“~_ |66 7,6
foy = ” .|max0 1—|:1:—$7,|)|max(0,1—|y—yM . - . .
6.5’5.8 _ (f6,5 *0.5%0.2) + (f7’5 *0.5 % 0.2) Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

+(fse* 0.5 * 0.8) + (f, s * 0.5 * 0.8)
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
bilinear interpolation

7
@@ 0@ s
1o e f6,5 f7,5
| // [ ‘
|
Sl C. -
“~_ |66
foy = ” .|max0 1—|:1:—$7,|)|max(0,1—|y—yM . - . .
6.5’5.8 _ (f6,5 *0.5 % 0.2) + (f7’5 *0.5 % 0.2) Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

+(fse* 0.5 * 0.8) + (f, s * 0.5 * 0.8)
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
bilinear interpolation

7
@@ 0@ s
1o e f6,5 f7,5
| ' /// ‘
|
6.5,5.8
JIX. 02 2>
“~_|'6,6 7,6
foy = ” .|max0 1—|:1:—$7,|)|max(0,1—|y—yM . - . .
6.5’5.8 _ (f6,5 *0.5 % 0.2) + (f7’5 *0.5 % 0.2) Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

+(fss* 0.5 * 0.8) + (f, 6 * 0.5 * 0.8)
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
bilinear interpolation

7

7 | Tes f75

o 06— 1
¥ o
s

6.5,5.8

[ | \\ ) .0.2
~o f6’6 0.5 f7’6

foy = s Imaxo [z = zifmax(@,1 =y —y,D] > o
6-5’5.8 = (f6'5 *0.5*0.2) + (f7’5 * 0.5 * 0.2) Feature f,, for point (x, y) is a

linear combination of features
3 k 3 k
+ (f6,6 0.5%0.8) + (f7:5 0.5%0.8) at its four neighboring grid cells:
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
i bilinear interpolation
W \ IR //
1o e f6,5 f7,5
1 ‘
CNN | —_
, 6.5,5.8
W i :\&*":z.‘;. - l ? <
2 ~ 6,6 7,6
foy = D5 iy fijmax(0,1 — |z — ;) max(0,1 — [y —y;]) >~

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

This is differentiable! Upstream gradient for sampled feature will
flow backward into each of the four nearest-neighbor gridpoints
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Divide into equal-sized subregions

Cropping Features: Rol Align (may not be aligned to grid!)

. \No “snapping”!  Sample features at
Project proposal .
regularly-spaced points

onto features . . .
in each subregion using
; bilinear interpolation
oo 060 After sampling, max-
©0 1 00 pool in each subregion
CNN —
o0 |00
. o0 (00 ”
SRS Region features
Input Image Image features (here 512 x 2 x 2;
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) ’

In practice e.g 512 x7 x 7)

He et al, “Mask R-CNN”, ICCV 2017
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Fast R-CNN vs “Slow” R-CNN

Fast R-CNN: Apply differentiable “Slow” R-CNN: Apply differentiable
cropping to shared image features cropping to shared image features
Bbox | | Bbox || Bbox | Category and box Bbox || Class
Class | | Class | | Class | transform perregion Bbox | | Class
. § i 1 LS
Regions of = Per-Region Network Bbox | | Class Conv Forward each
Interest (Rols) 3 Conv Net region through
from a proposal & b Crop + Resize features c Net ConvNet
method /;t7 onv
iﬁ Image features Net & Warped image
“Backbone” Run whole image A regions (224x224)
network: through ConvNet

AlexNet, VGG, I _,’7 Regions of

ResNet, etc Input : Interest (Rol)
L image / s BB from a proposal
y . : method (~2k)

Inputimage
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Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tral ni ng tl me (HOU I'S) B Including Region propos... [l Excluding Region Propo...
SPP-Net 23
Fast R-CNN 8.75
B 23
Fast R-CNN
0 25 50 75 100 0.32
0 15 30 45 60

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tral nlng tl me (HOU I'S) B Including Region propos... [l Excluding Region Propo...
SPP-Net 23
Fast R'CNN. 8.75 g 2 Problem: Runtime
Fast R-CNN < i
0 - - - 100 0.32 dominated by

' |
region proposals!

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015
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Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tral nlng tl me (HOU I’S) I Including Region propos... [l Excluding Region Propo...
SPP-Net 23
Fast R'CNN- 8.75 g 2 Problem: Runtime
Fast R-CNN o i
0 - - - 100 0.32 dominated by

' |
region proposals!

0 15

Recall: Region proposals computed by
. s N . ” .
Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014. h eurl St IC Se I e Ct Ive Se arc h d |go rlt h m on
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014

Girshick, “Fast R-CNN”, ICCV 2015 CPU -- |et'S Iearn them with a CNN instead!
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Faster R-CNN: Learnable Region Proposals

Insert Region Proposal

Network (RPN) to predict % pooling

proposals from features 5 p I

proposals
Region Proposal Network 5
Otherwise same as Fast R-CNN:
feature map

Crop features for each -
proposal, classify each one

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 »fml./
Figure copyright 2015, Ross Girshick; reproduced with permission
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Region Proposal Network (RPN)

Run backbone CNN to get
features aligned to input image

Input Image

(e.g. 3 x 640 x 480) Image features
(e.g. 512 x 20 x 15)
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Imagine an anchor box of
fixed size at each point in

Region Proposal Network (RPN)

Run backbone CNN to get the feature map
features aligned to input image

| |
<3 -c'f‘x: - yor |
" & X e
1§ : : . - —
e K™ N 4
& ; 5=
. [ 33 =
-

IV AR BN

5 DUGAS S AN et JEN VR4 E
4 \»:{92 Kw&:‘% “ :\N:f A B0 S

M

Input Image |
(e.g. 3 x 640 x 480) Image features
(e.g. 512 x 20 x 15)
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, Imagine an anchor box of
Region Proposal Network (RPN)  fyad size at each soint in

Run backbone CNN to get the feature map
features aligned to input image

Anchor is an

\ .
- object?
1x20x15
Conv
/

At each point, predict whether
Input Image the corresponding anchor
(e.g. 3 x 640 x 480) Image features contains an object (per-cell

(e.g. 512 x 20 x 15) logistic regression, predict
scores with conv layer)
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, Imagine an anchor box of
Region Proposal Network (RPN)  fyad size at each soint in

Run backbone CNN to get the feature map
features aligned to input image

Anchor is an
. object?
1x20x15

—» Box transforms

L — 4 x20x 15
Input Image For positive boxes, also predict
(e.g. 3 x 640 x 480) Image features a box transform to regress
(e.g. 512 x 20 x 15) from anchor box to
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. Problem: Anchor box may
Region Proposal Network (RPN) have the wrong size / shape
Solution: Use K different

Run backbone CNN to get anchor boxes at each point!

features aligned to input image

ML Anchor is an
S gl — object?
7] pe ‘;; 1 4
= S Kx20x 15
3 Conv

— . Box transforms
55 'E' /
»‘.;«‘ _'yi\ b

. 4K x 20 x 15

-
v

<
'r

”f‘_';“ jh’ .ﬂ»\(,.‘ 5 A‘ ,{:\(‘, :‘;\;\“:ﬂ“\‘\‘ ¢ ."\’ " ;%“\.‘ # N\
T PSS R AREANT g RS R AT
A N Ak o S N ﬁﬁ}‘ L NI S A

At test time: sort all
K*20*15 boxes by their
score, and take the top ~300
as our region proposals

Input Image

(e.g. 3 x 640 x 480) Image features
(e.g. 512 x 20 x 15)
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Faster R-CNN: Learnable Region Proposals

Jointly train with 4 losses:

1. RPN classification: anchor box is
object / not an object

2. RPN regression: predict transform R p | o
s Y. ¢
from anchor box to proposal box proposals/ /
3. Object classification: classify

. . e
proposals as background / object Region Proposal Network /2
oo 4
eature map

4. Object regression: predict transform 1
from proposal box to object box

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 »fml./ 77
Figure copyright 2015, Ross Girshick; reproduced with permission 13 —
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Faster R-CNN: Learnable Region Proposals

R-CNN Test-Time Speed

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45
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Faster R-CNN: Learnable Region Proposals
% ﬂ

Faster R-CNN is a
Two-stage object detector

Cla

ml'

First stage: Run once per image
Backbone network
Region proposal network

Second stage: Run once per region
Crop features: Rol pool / align
Predict object class
Prediction bbox offset

Cl

S S .
dSSITICallOl

loss

Bounding-

regressio

1

proposal

box

nloss

booling

,/;]
S////

Region Proposal Network

feature map

CNN ¢

Justin Johnson

Lecture 15-104
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Faster R-CNN: Learnable Region Proposals

Cla BolL m [

Question: Do we really *
% P
need the second stage?

Faster R-CNN is a
TWO-Stage ObjECt dEtECtOf Classificatiol Bounding-box

loss regression loss

First stage: Run once per image R ﬁ ‘ .
- Backbone network pmposals/ YA /

Region proposal network

booling

Region Proposal Network

Second stage: Run once per region feature map
Crop features: Rol pool / align
Predict object class
Prediction bbox offset CNN f
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RPN: Classify each anchor as

Single-Stage Object Detection object / not object
Single-Stage Detector: Classify
Run backbone CNN to get each object as one of C

features aligned to input image categories (or background)

— Anchor category
—(C+1) xKx20x 15

¥

—» Box transforms

4K x 20 x 15
Input Image Remember: K anchors
(e.g. 3 x 640 x 480) Image features at each position in
(e.g. 512 x 20 x 15) image feature map
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RPN: Classify each anchor as
Single-Stage Object Detection object / not object
Single-Stage Detector: Classify
each object as one of C
categories (or background)

Run backbone CNN to get
features aligned to input image

— Anchor category
—(C+1) xKx20x 15

—» Box transforms
— Cx4Kx20x 15

ML L 4
o o FRRE 3 Uiake sy
W AR TR RS S B i \
d 'f' i) S\J f- I Xd el N
x 17D AR 3 .Ai
\ K PN A / s
W g%’t,‘,'.:‘. R 12
Y ) N7l g
TN SR IR RO
v oot SNINRN SY A d D

.

)
[N )

Sometimes use category-

Input Image

specific regression: Predict
(e.g. 3 X 640 x 480) Image features P g
(e.g. 512 x 20 x 15) different box transforms for
Redmon et al, “You Only Look Once: Unified, Real-Time Object Detection”, CVPR 2016 * g *
Liu et al, “sSD: Single-Shot MultiBox Detector”, ECCV 2016 eacC h cate gory

Lin et al, “Focal Loss for Dense Object Detection”, ICCV 2017
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Object Detection: Lots of variables!

40
Faster R-CNN w/ResNet, Hi Meta Architecture
8 BV @ Faster RCNN Bl R-FCN ¢ SSD
e mmm = ———————— = =
35 R-FCN w/ @) O ©
ResNetv,v Hi Res, _ C;. ce® /
100 Proposals v H
O @ . Faster R-CNN w/Inception
R t, Hi Res, 300
30 (3 . O P:::zsalsl, S:rsides
o , O
é /
=25 4 ¢ -
O ‘ Feature Extractor
20 @ O Inception Resnet V2
] @ Inception V2
SSD w/Inception V2, Lo Res ) |nception V3
15 SSD w/MobileNet, Lo Res @ MobileNet
@ Resnetl01
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
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Object Detection: Lots of variables!

40
Faster R-CNN w/ResNet, Hi Meta Architecture
LDE AL L] @ Faster RCNN Bl R-FCN @® SSD Takeaway5°
S —— ‘ ] - °
35 -FCN w/ : - O O O
RN i 1 C o oo / - Two stage method (Faster
100 Proposals : ‘ ] '
() @ u Faster R-CNN w/Inception R'CNN) gEt the be5t
30 Resnet, Hi Res, 300
O roposals, Stride
o @ % o e accuracy, but are slower
<
S
= 25 ® =
§ O
O ‘ Feature Extractor
20 @ O Inception Resnet V2
@ Inception V2
SSD w/Inception V2, Lo Res @ Inception V3
15 SSD w/MobileNet, Lo Res @ MobileNet
@ Resnetl1l01
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
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Object Detection: Lots of variables!

40
Faster R-CNN w/ResNet, Hi Meta Architecture
Res, 50 Proposals @ Faster RCNN - B R-FCN | g SSD s Takeaways:
35 Rrenw S ~a
i 1 C o ce / - Two stage method (Faster
100 Proposals O ~ ] .
@ Faster R-CNN w/Inception R'CNN) gEt the be5t
30 (3 . O Resnet, Hi Res., 300
o % o S TERE accuracy, but are slower
E . ° = - Single-stage methods
g ® (SSD) are much faster, but
© ®. Feature Extractor don’t perform as well
20 | P« O Inception Resnet V2
@ Inception V2
SSD w/Inception V2, Lo Res Q Inception V3
15 ’. SSD w/MobileNet, Lo Res 0 MobileNet
@ Resnetl1l01
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
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Object Detection: Lots of variables!

40
Faster R-CNN w/ResNet, Hi Meta Architecture
LDE AL L] @ Faster RCNN N B R-FCN | g SSD . Ta keaways:
35  RrcNw S o (@
i 1 C o ce / - Two stage method (Faster
100 Proposals O ~ ] .
@ Faster R-CNN w/Inception R'CNN) gEt the be5t
30 Resnet, Hi Res, 300
2 So % ® o S accuracy, but are slower
E e ° = - Single-stage methods
g o o (SSD) are much faster, but
© ®. Feature Extractor don’t perform as well
20 ) 2 O Inception Resnet V2 . .
® Inception V2 - Bigger backbones improve
~ SSDw/Incef)tionVZ,LoRes Q |ncePtion V3 performance’ but are
15 ’ SSD w/MobileNet, Lo Res @ MobileNet
@® Resnet 101 slower
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
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Object Detection: Lots of variables!

40
Faster R-CNN w/ResNet, Hi Meta Architecture
LDE AL L] @ Faster RCNN , B R-FCN ‘ 3 SSD . Ta keaways:
35 pEcNw o = 0
i 1 C.e oo / - Two stage method (Faster
100 Proposals O % ] . /
@ Faster R-CNN w/Inception R'CNN) gEt the be5t
30 Resnet, Hi Res, 300
2 So % ® o S accuracy, but are slower
E e ° = - Single-stage methods
g o o (SSD) are much faster, but
© ®. Feature Extractor don’t perform as well
20 ) 2 O Inception Resnet V2 . .
® Inception V2 - Bigger backbones improve
~ SSDw/Incef)tionVZ,LoRes @ Inception V3 performance’ but are
15 ’ SSD w/MobileNet, Lo Res @ MobileNet
@® Resnet 101 slower
Lo ) EE - Diminishing returns for
0 200 400 600 800 1000

GPU Time slower methods

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017
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Object Detection: Lots of variables!

These results are a few years old ... since
then GPUs have gotten faster, and we’ve
improved performance with many tricks:

40
Faster R-CNN w/ResNet, Hi Meta Architecture
Rz @ FasterRCNN W RFCN @ SSD
- -—3———— "6
35 R-FCN w/ @) © -
ResNet, Hi Res, i. ce /
100 Proposals O
() @ u Faster R-CNN w/Inception
Resnet, Hi Res, 300
30 . O O Proposalsl, Stride 8
o
£
=25 * .
3] @
>
© Feature Extractor
20 O Inception Resnet V2
@® Inception V2
SSD w/Inception V2, Lo Res O Inception V3
15 SSD w/MobileNet, Lo Res @) MobileNet
@® Resnet101
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

aster RLCNN These results are a few years old ... since
e then GPUs have gotten faster, and we’ve
(o3m=: 42 S improved performance with many tricks:
* Faster R-CNN w/ResNet, Hi Meta Architecture - Train |Onger!
R Faster RCNN R-FCN @ SSD . .
s I / B bl bRt - Multiscale backbone: Feature Pyramid
ResNet, Hi Res, ()
BN ‘J ~ @ D- FasterR-CNl{/Incepﬁon Networks
. * So % ® IR et
%25 ¢ =
§ e
O Feature Extractor
20 O Inception Resnet V2
@® Inception V2
SSD w/lInception V2, Lo Res @® Inception V3
15 SSD w/MobileNet, Lo Res @ MobileNet
@® Resnet101
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

aster RLCNN These results are a few years old ... since
/ResNet-101-FPN, F R-CNN
longer training  ve/ReoNoxtA0L. then GPUs have gotten faster, and we’ve
63ms, 42.0 mAP ini . . .
oo b L improved performance with many tricks:
* Faster R-CNN w/ResNet, Hi Meta Architecture - Train |Onger!
R Faster RCNN R-FCN @ SSD . .
s I / B bl bRt - Multiscale backbone: Feature Pyramid
ResNet, Hi Res, ( ]
BN ‘J ~ @ D- FasterR-CNl{/Incepﬁon Networks
30 Resnet, Hi Res., 300
o de % ’ o e - Better backbone: ResNeXt
%25 ® =
9 e
o Feature Extractor
20 O Inception Resnet V2
@® Inception V2
SSD w/lInception V2, Lo Res @® Inception V3
15 SSD w/MobileNet, Lo Res @ MobileNet
@® Resnet101
® VGG
10
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

These results are a few years old ... since
then GPUs have gotten faster, and we’ve

o fetinaiiet (S50l improved performance with many tricks:
* FasterR-CNN(\?/(lt)e:;l]::,'H?g.g mAP) Meta Architecture - Train |Onger!
EeS Soliopceals aster RC -FC SS . .
" mn | e e b - Multiscale backbone: Feature Pyramid
:;;':?z;:s':le:’ ‘) ~. (@ D- Faster R-CNI{/Incepﬁon N etworks
30 Resnet, Hi Res., 300
o e %E ? o T - Better backbone: ResNeXt
S . .
T2 $& - Single-Stage methods have improved
3

Feature Extractor
Inception Resnet V2
Inception V2
Inception V3
MobileNet
Resnet 101
VGG

N
o

SSD w/Inception V2, Lo Res

15 SSD w/MobileNet, Lo Res

(N NONON N©

10
0 200 400 600 800 1000
GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

O o152 These results are a few years old ... since
PEUSESIS, then GPUs have gotten faster, and we’ve
. improved performance with many tricks:
* Faster R-CNN w/ResNet, Hi Meta Architecture - Train |Onger!
Rz aster RC -FC Ss . .
- j B b - Multiscale backbone: Feature Pyramid
ResNet, Hi Res, ()
onrere ‘) ~ (@ D- FasterR-CNl{/Incepﬁon Networks
30 Resnet, Hi Res., 300
o do %E ° 5 T - Better backbone: ResNeXt
€ . .
S 2 *H - Single-Stage methods have improved
5 Feature Extractor = Very blg mOde|S WOrk better
20 O Inception Resnet V2
@® Inception V2
SSD w/lInception V2, Lo Res @® Inception V3
15 $SD w/MobileNet, Lo Res @ MobileNet
@® Resnet101
® VGG
100 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

Mask R-CNN ® :
e v vssk kNN wireexeas, 1 N€se results are a few years old ... since
N Hesttime augmentation  than GPUs have gotten faster, and we’ve
(? ms, 51.4 mAP) ’
. improved performance with many tricks:
* Faster R-CNN w/ResNet, Hi Meta Architecture - Train |Onger!
R Faster RCNN R-FCN @ SSD . .
35 vrover j . c -~-3 2 o o - Multiscale backbone: Feature Pyramid
ResNet, Hi Res, ")
BN L .. (aa D- FasterR-CNl{/Incepﬁon Networks
30 Resnet, Hi Res, 300
o o %E ° o  Tesiees - Better backbone: ResNeXt
S . .
= 25 M - Single-Stage methods have improved
5 50 Feature Extractor - Very b|g mOdE|S WOrk better
O Inception Resnet V2 . .
/ o ncepion 2 - Test-time augmentation pushes
SSD w/Inception V2, Lo Res ncep 1on
15 SSD w/MobileNet, Lo Res obileNe
2 I\R/Iesnetl\llgl numbers up
® VGG
10
0 200 400 600 800 1000
GPU Time
Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 Wu et al, Detectron2, GitHub 2019
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Object Detection: Lots of variables!

Current leaderboard
winner: 55 mAP

Method ???
® o eoxt152 Runtime 272 > These results are a few years old ... since
N then GPUs have gotten faster, and we’ve
)
. improved performance with many tricks:
* Faster R-CNN w/ResNet, Hi Meta Architecture - Train |Onger!
Res/i5OlEroposals aster RC -FC SS . .
. j B b - Multiscale backbone: Feature Pyramid
ResNet, Hi Res, ()
BN L .. (aa D- FasterR-CNl{/Incepﬁon Networks
30 Resnet, Hi Res, 300
o Se %E ? o e - Better backbone: ResNeXt
S . .
= 25 M - Single-Stage methods have improved
5 50 Feature Extractor - Very blg mOde|S WOrk better
O Inception Resnet V2 . .
/ o ncepion 2 - Test-time augmentation pushes
SSD w/Inception V2, Lo Res ncep 1on
15 $SD w/MobileNet, Lo Res @ MobileNet numbers up
@® Resnet101
i’ Cr - Big ensembles, more data, etc
0 200 400 600 800 1000

GPU Time

Huang et al, “Speed/accuracy trade-offs for modern convolutional object detectors”, CVPR 2017 https://competitions.codalab.org/competitions/20794#results
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https://competitions.codalab.org/competitions/20794

Object Detection: Open-Source Code

Object detection is hard! Don’t implement it yourself
(Unless you are working on A5...)

TensorFlow Detection API:

https://github.com/tensorflow/models/tree/master/research/object detection
Faster R-CNN, SSD, RFCN, Mask R-CNN

Detectron2 (PyTorch):

https://github.com/facebookresearch/detectron?
Fast / Faster / Mask R-CNN, RetinaNet
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https://github.com/tensorflow/models/tree/master/research/object_detection
https://github.com/facebookresearch/detectron2

Ssummary

“Slow” R-CNN: Run
CNN independently

for each region

Bbox || Class
Bbox | | Class

Bbox | | Class N

Forward each

Conv Net region through
Net ConvNet

Conv
Net ﬁ Warped image

ﬁ regions (224x224)

= Regions of
Interest (Rol)
image /| — g A from a proposal
A ‘ method (~2k)

Conv

Fast R-CNN: Apply
differentiable
cropping to shared
image features

Bbox || Bbox | | Bbox | Category and box
c| transform per region

' ' ' Per-Region Network

Crop + Resize features

Regions of
Interest (Rols)
from a proposal

method
Image features

“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, i

ResNet, etc

Lecture 15-121

Faster R-CNN:
Compute proposals
with CNN

Region Proposal Network

feature map

N
j o
2
} E |
)
\
N

Single-Stage:
Fully convolutional
detector

October 25, 2020
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Next Time:
More localization methods:
Segmentation, Keypoint Estimation
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