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Correspondence

A Problem of Dimensionality: A Simple Example
G. V. TRUNK

Abstract—In pattemn - recognition problems it has been moted that
beyond a certain point the inclusion of additional parameters (that

have been estimated) leads to higher probabilities of error. A simpie -

problem has beea formulated where the probability of erroe approaches
zero as the dimensionality:increases and all the parameters are known;
on the other hand, the probability of error approaches one-half as
the dimensionality increases and parameters are estimated.

Index Terms—Dimensionality.

I. INTRODUCTION

In hypothesis-testing problems involving unknown param-
eters, a common way of proceedingis the generalized-likelihood
approach (1] where the parameters are estimated, substituted
into the likelihood ratio, and are then treated asif the estimates
were the true parameters. Duda and Hart [2] comment that
beyond a certain point the inclusion of additional features
(parameters) leads to higher probabilities of error. They note
that the basic source of the problem is the finite number of
design samples and that the numerical examples are rather
complicated. They also discuss several topics relating dimen-
sionality and sample size, such as the capacity of a separating
plane and the problem-average error rate [3]. The purpose
of this correspondence is to give a simple example where the
error rate initially decreases but then eventually increases.as
the dimensionality increases and parameters are estimated. In
Section II the problem is formulated and solved assuming all
parameters are known. In Section III the problem is solved
estimating the unknown parameters, and it is shown that the
probability of error approaches one-half.

II. MEAN VALUES KNOWN

Consider the following binary hypothesis testing problem:
a priori probabilities are p(w;) = p(w,) = -%, and the condi-
tional probabilities are Gaussian

p(Xlwy) ~ G(py, 1)

p(Xlwz) ~ G(Ua, I)

where y, =, 4y = -y, {4 is an n-vector mean value whose ith
component is (1/{)1/2, and I is an identity covariance matrix.
The Bayes detector which minimizes the probability of error
is the correlator

decide w, if Xu>0
where X is the transpose of X. The probability of error is
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where

P =l - gl = 4 3D, t2)
{=q

Since 1/i is a divergent series, the probability of error can be
made to approach zero by increasing the dimensionality of
the problem. Thatis, P, = 0 asn —> oo,

III. MEAN VALUE UNKNOWN
Let us now assume that i is unknown and that m indepen-

dent labeled samples X,;,*::, X, arc available. The best
estimate of u is the sample mean ’
A 1 i x
H=- 1 3)
m jay

where X; has been replaced by -X; if X; came from w,. i is
an unbiased estimate whose covariance matrix equals //m.
Since the a priori probabilities are equal, the probability of
error is given by

P, = P,(Xf1 > Olw,). )
Unfortunately, the density of z = XA is difficult to calculate

for finite dimensionality n. However, it is rather straight-
forward to show that the mean and variance of 2 are given by

E@)= 31D )

i=}

1\ n
var(z)=(l +;)Z(l/i)+n/m. (6)
I=1
The Lindeberg conditions [4] are satisfied, and consequently,
the normalized variate [z - E(z)]/var (z)/2 has a Gaussian
distribution as n approaches infinity. The probability of error

is then given by .

= ™
e [ 7
where
Yn = E(z)/[var (2)]/2.
It will now be shown that
nl_iﬁ Y, =0 (8)

and thus the probability of error approaches one-half as the
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Fig 1. Probability of detection versus dimensionality for a various
number of design samples M.
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dimensionality of the problem becomes very high. By ignoring
the sum term in the variance, one obtains

m llz ”n
(") 3 (1) > . 9)
n =1
Since .
n
lim (Z(l/i) - log n) = Euler’s constant, (10)
n—e \i71
dividing by n'/? yields the fact that
an

lim
"-0-
Thus, since (11) bounds v,, (8) has been proven and the
probability of error approaches one-half for any finite set of m
labeled samples.

To investigate the convergence rate of the probability of
error [given by (4)] to one-half, the problem was simulated.
For each dimension between 1 and 1000 and for each value of
m(m=1,4, 10, 25, or 100), 500 repetitions were run. The
results of the simulation are plotted in Fig. 1. Forthe problem
selected, the dimensionality interval of near optimal per-
formance is rather large and the convergence to one-half is
rather slow. The interval of near optimal performance would
be smaller and the convergence to one-half more rapid if the
ith component of u is (l/i)K where K>-%. Of course, P,
would then not approach zero as n -+ since ||u; - |3
would not approach infinity.

/3
(;”—') S (/=0

i=1

SUMMARY

A simple problem has been formulated where the probability
of error approaches zero as the dimensionality increases and
all the parameters are known. On the other hand, the prob-
ability of error approaches one-half as the dimensionality
increases and parameters are estimated from a finite number

of design samples.
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Comment on “A Declustering Criterion for Feature
Extraction in Pattern Recognition”

G. EDEN

Abstract—The purpose of this correspondence is to point out that the
scaling procedure (as well as any nonsinguiar transformation) described
in Section V1 of the above paper? is unnecessary.

Index Terms— Clustering, feature extraction, Rayleigh quotients.

Consider the form of the generalized Rayleigh quotient
J = (d'Bd)/(d*Ad) where A and B are kernel matrices based on
means and covariances of random vectors in a space X.! It
follows that B is at least positive semidefinite and 4 is positive
definite. Let 7 X - X be a nonsingular transformation. Let
w; optimize J; ie., A™'Bw; = yWi and 2; optimize J on the
transformed space; i.e., (TAT’) ' (TBT*)z; = p;z;. Since T is
nonsingular it follows that (T')"A"BT':, = p,z; which
implies that {p;} = {A;} and z; = (T*)"'w,. The projections
of the transformed vectors on the eigenvectors z; are (Tx)’z; =
x"w;, which are the same projections of the original vectors on
the original eigenvectors z,, Therefore, the declustering
criterion! and all other criteria based on a Rayleigh quo-
tient are insensitive to such transformations and scaling

can be omitted.
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The Use of a Syntactic Shape Analyzer
for Contour Matching

THEODOSIOS PAVLIDIS

Abstract—Descrip tion of contours in terms of complex arcs allows the
use of simple aigorithms for matching. An example of such matchings
for island contours is included.

Index Terms—Contour matching, shape analysis,

A problem common to scene analysis and pattern recogni-
tion is the marching of objects with prototypes (e.g., [1],
[2]). In its most general formulations this problem is equiva-
lent to graph isomorphism or homeomorphism [3], [4] which
in turn show exponential growth of the time of computation
as a function of the size of the problem [5]. The purpose of
this correspondence is to demonstrate that the proper prepro-
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