Click Here: Human-Localized Keypoints as Guidance for Viewpoint Estimation
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Objective and Contributions Click-Here CNN (CH-CNN) Experiments: Accuracy and Median Error
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* CH-CNN: Large errors are less frequent
* CH-CNN takes advantage of keypoint features when
S— , — image features are insufficient
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