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Motivation 

1.  Explicitly model articulated motion, instead of traditional 
space-time motion for activity recognition.  

2.  Distinguish distinct human action with similar pose 
distribution. 
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Skeletal Pose 

1.head

2.left-shoulder

3.left-elbow

4.left-hand

5.right-shoulder

6.right-elbow

7.right-hand8.left-hip

9.left-knee

10.left-foot

11.right-hip

12.right-knee

13.right-foot

Data-driven human pose estimation[1] makes it plausible to model 
articulated motion explicitly.    

[1] Yang, Y., Ramanan, D.: Articulated pose estimation with flexible mixtures-of-parts. In: 
CVPR. (2011) 
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Static Pose alone is not enough 

      Polar histograms of limb-extreme points in human pose for the six actions 
in the KTH data set.  
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Dynamic Pose: A new mid-level representation 

1.  We extend the skeletal pose to incorporate local motion of 
the joint points, which we expect to add a richness to the 
pose-based representation for better descriptiveness.  

2.  To capture the local motion information of each skeletal joint 
point, we compute the histogram of oriented 3D gradients 
(HoG3D） in the neighborhood around the point. 
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Distance Function 

      We define threshold γ and large distance β, Euclidean distance of 
skeletal poses p and q is            . At each joint i for pose p, denote 
the local space-time HoG3D histograms as        .The distance 
between two dynamic poses is: 
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Dynamic Pose based Activity Recognition 

1.  For skeletal pose, we construct a k-means codebook of 1000 visual 
words from 24-dimensional skeletal pose data using Euclidean 
distance. For dynamic pose, we construct codebook using our 
specific distance function.  

2.  For classification we use many one-versus-one histogram 
intersection kernel SVMs. 

3.  When fuse dynamic pose with global motion context, such as 
HoG3D and Dense Trajectory, we get better recognition results.       
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Visualization of Dynamic Pose Codebook 
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128 130 132 134 136 138 140

The top ten canonical dynamic poses in the learned codebook.	



The 1st and 9th dynamic pose codebook centroids visualized in video sequence. The first row 
corresponds to 220th frame of video person23_handclapping_d4_uncomp.avi, and the second row 
corresponds to 134th frame of video person25_handclapping_d4_uncomp.avi.	





Experimental Result 
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Method KTH UCF-
Sports 

Method KTH UCF-
Sports 

BoP 76.39% 71.33% Kovashka [2] 94.53% 87.27% 

BoDP 91.20% 81.33% Brendel [3] 94.20% 77.80% 

HoG3D 82.41% 76.67% Gaidon [4] 94.90% 90.30% 

Dense 
Trajectory 

95.33% 83.33% Yao [5] 92.00% 86.60% 

BoDP+HoG3D 89.35% 86.67% Tran [6] 95.67% 88.83% 

BoDP+DT 97.22% 87.33% Sadanand [7] 98.20% 95.00% 



BoP vs BoDP in KTH 
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BoP vs BoDP in UCF Sports 
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Fusion with Dense Trajectory in KTH 
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Fusion with HoG3D in UCF-Sports 
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Conclusion 

•  We propose a new middle level representation of articulated human 
action—dynamic pose that adds local motion information to skeletal 
joint points.  

•  We have implemented our representation in an activity recognition 
setting using bag of features with kernel intersection SVM as the 
base classifier. 

•  When fusion with global motion context, dynamic pose achieves 
state-of-the-art activity recognition results on two benchmark 
dataset.   
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