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Abstract

Among the post-CMOS technologies currently under inves-
tigation, quantum computing (QC) holds a special place.
QC offers not only extremely small size and low power,
but also exponential speed-ups for important simulation and
optimization problems. It also poses new CAD problems
that are similar to, but more challenging, than the related
problems in classical (non-quantum) CAD, such as deter-
mining if two states or circuits are functionally equivalent.
While differences in classical states are easy to detect, quan-
tum states, which are represented by complex-valued vec-
tors, exhibit subtle differences leading to several notions of
equivalence. This provides flexibility in optimizing quan-
tum circuits, but leads to difficult new equivalence-checking
issues for simulation and synthesis. We identify several
different equivalence-checking problems and present algo-
rithms for practical benchmarks, including quantum com-
munication and search circuits, which are shown to be very
fast and robust for hundreds of qubits.

1 Introduction

Quantum computing (QC) is a recently discovered alter-
native to conventional computer technology that offers not
only miniaturization, but massive performance speed-ups
for certain tasks [11, 17, 10] and new levels of protection
in secure communications [4, 5]. Practical implementations
of these devices are quickly becoming a reality. This year,
D-Wave Systems unveiled a 16-qubit quantum computer
which can be fabricated using existing semiconductor tech-
nology [1]. D-Wave plans to release a 512- and a 1024-qubit
computer in 2008. Large quantum computing systems may
therefore require deeper consideration by the CAD commu-
nity sooner than previously expected.

In a quantum computer, information is stored in parti-
cle states and processed using quantum-mechanical oper-
ations referred to as quantum gates. The analogue of the
classical bit, the qubit, has two basic states denoted |0) and
[1), but can also exist in a superposition of these states
[0) = o|0) + B|1), where |ot|> + |B|> = 1. A composite
system consisting of n such qubits requires 2" parameters
(amplitudes) o.;, which are complex numbers that can be

indexed by n-bit binary numbers thus: |®) = Z?Lla i)
where Z|o;|> = 1. Like any complex number, each o; can

be written in the form €% |o;|, where ¢/ is the phase and
|o;| is the magnitude of o.;. Both ©; and |o.;| are real num-
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bers, and i = \/—1. Quantum gates transform qubits by ap-
plying unitary matrices to them. Measurement of a quantum
state produces classical bits with probabilities dependent on
the magnitudes |o;|. Combining several gates, as in Figure
1, yields quantum circuits [13] which compactly describe
more sophisticated transformations that implement quantum
algorithms.

Based on the success of CAD for classical logic circuits,
new algorithms have been proposed for synthesis and simu-
lation of quantum circuits [3, 15, 18, 9, 21, 23]. In particu-
lar, Maslov et al. [12] describe what amounts to placement
and physical synthesis for quantum circuits — “adapting the
circuit to particulars of the physical environment which re-
stricts/complicates the establishment of certain direct inter-
actions between qubits.” Traditionally, such transformations
must be verified by equivalence-checking, but the quantum
context is more difficult because qubits and quantum gates
may differ by global and relative phase (defined below),
yet be equivalent upon measurement [13]. To this end, our
work is the first to develop techniques for quantum phase-
equivalence checking.

Consider two quantum states |y) = X;a;|j) and |@) =
2;B;|j). They are obviously equivalent if a.; = B; for all j.
If |oj| = |B;| for all j but some o ; and ; differ in phase,
then |y) and |@) are said to be equivalent up to relative
phase. This implies that for each j there is a phase angle
0; such that o,; = OB j. In the special case where all the

0;’s have the same value 0, we can write |) = ¢ |y), and
the two states are said to be equivalent up to global phase.
When the states are only equivalent up to relative phase, a
unitary diagonal matrix can be used to transform one state
into the other thus:

o) = diag(e™®, e ..., e®1) |y). (1)

For example, [y) = 0.|0) +B 1) and |@) = —0|0) — B[1)
are equivalent up to global phase, but |y) = a|0) + B|1)
and |@) = 0.|0) — B|1) are equivalent up to relative phase.
When operators are applied, the probability amplitudes
of a state U |y) will in general differ by more than rela-
tive phase from those of U |@), but the measurement out-
comes may be equivalent. One can consider a hierarchy in
which exact equivalence implies global-phase equivalence,
which implies relative-phase equivalence, which in turn im-
plies measurement outcome equivalence. The equivalence
checking problem is also extensible to quantum operators
with applications to quantum-circuit synthesis and verifica-
tion, which involves computer-aided generation of minimal
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Figure 1: Margolus’ circuit is equivalent up to relative phase
to the Toffoli gate, which otherwise requires six CNOT and
eight 1-qubit gates to implement.

quantum circuits with correct functionality. Extended no-
tions of equivalence create several design opportunities. For
example, the well-known three-qubit Toffoli gate can be im-
plemented with fewer controlled-NOT (CNOT) and 1-qubit
gates up to relative phase [3, 18] as shown in Figure 1. The
relative-phase differences can be canceled out if every pair
of these gates in the circuit is strategically placed [18]. Since
circuit minimization is being pursued for a number of key
quantum arithmetic circuits with many Toffoli gates, such
as modular exponentiation [20, 8, 16, 15], this optimization
could reduce the number of gates even further.

The inner product and matrix product may be used to de-
termine such equivalences, but in this work, we present new
decision-diagram (DD) algorithms to accomplish the task
more efficiently. In particular, we make use of the quantum
information decision diagram (QulDD) [22, 21], a datas-
tructure with unique properties that are exploited to solve
this problem asymptotically faster in practical cases.

Empirical results confirm the algorithms’ effectiveness
and show that the improvements are more significant for
the operators than for the states. Interestingly, solving the
equivalence problems for the benchmarks considered re-
quires significantly less time than creating the DD represen-
tations, which indicates that such problems can be reason-
ably solved in practice using quantum-circuit CAD tools.

2 Background

The QuIDD is a variant of the reduced ordered binary deci-
sion diagram (ROBDD or BDD) datastructure [7] applied to
quantum circuit simulation [22, 21]. Like other DD variants,
it has all of the key properties of BDDs as well as a few other
application-specific attributes (see Figure 2 for examples).

e [tisadirected acyclic graph with internal nodes whose
edges represent assignments to binary variables

e The leaf or terminal nodes refer to complex values

e Each path from the root to a terminal node is a func-
tional mapping of row and column indices to complex-
valued matrix elements (f : {0,1}" — C)

e Nodes are unique and shared, meaning that nodes v
and v with isomorphic subgraphs do not exist

e Variables whose values do not affect the function out-
put for a particular path (not in the support) are absent

e Binary row (R;) and column (C;) index variables have
evaluation order Ry < Cy < ...R,—1 < Cy—|

Maintaining these properties makes many DDs such as
QulDDs canonical. Thus, exact equivalence checking may
be performed in O(1) time by comparing the root nodes,
a technique which has been long exploited in the classical
domain [19]. Quantum state and operator equivalence is less
trivial as we show.

The algorithms which manipulate DDs are just as impor-
tant as the properties of the DDs. In particular, the Apply
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Figure 2: Sample QulDDs of (top) a 2-qubit equal superpo-
sition with relative phases and (bottom) the CNOT operator.
Internal nodes (circles) have a unique hex ID depends on a
variable to the left (dashed (solid) edge is O (1) assignment).

algorithm performs recursive traversals on DD operands to
build new DDs using any desired unary or binary function
[7]. Although originally intended for digital logic opera-
tions, Apply has been extended to linear-algebraic oper-
ations such as matrix addition and multiplication [2], as
well as quantum-mechanical operations such as measure-
ment and partial trace [22, 21]. The runtime and memory
complexity of Apply is O(JA||B|), where |A| and |B| are the
sizes in number of nodes of the DDs A and B, respectively
[7].! Thus, the complexity of DD-based algorithms is tied
to the compression achieved by the datastructure.

3 Checking Equivalence up to Global Phase

This section describes algorithms that check global-phase
equivalence of two quantum states or operators. The first
two algorithms are known QulDD-based linear-algebraic
operations, while the remaining algorithms are new ones
that exploit DD properties explicitly. The section concludes
with experiments comparing all algorithms.

3.1 Product-based Checks

Since the quantum-circuit formalism models an arbitrary
quantum state [y) as a unit vector, the inner product
(v | y) = 1. In the case of a global-phase difference be-
tween two states |y) and |@), the inner product is the global-
phase factor, (¢ | W) = e®(y | y) = ¢®. Since |¢®| =1 for
any 0, checking if the complex modulus of the inner prod-
uct is 1 suffices to check global-phase equivalence for states.
A QulDD-based implementation of the inner product is de-
rived based on previously defined QuIDD operations [22].
Since the operations are based on Apply, computing the
global-phase difference in this way requires O(|A||B|) time

!'The runtime and memory complexity of the unary version acting on one
DD A is O(JA]) [7].



and memory for two QuIDDs A and B with sizes in nodes
|A| and |B|, respectively.

The matrix product can be used for checking global-
phase equivalence between operators. In particular, since
all quantum operators are unitary, the adjoint of each oper-
ator is its inverse. Thus, if two operators U and V differ by
a global phase, then UVT = ¢®]. As with the inner prod-
uct, this operation is based on previously defined QulDD
operations including matrix multiplication. This technique
therefore requires O((|U|[V])?) time and memory.

3.2 Node-Count Check

The previous algorithms merely translate linear-algebraic
operations to QuIDDs, but exploiting the following QuIDD
property leads to faster checks.

Lemma 1 The QuiDD A’ = Apply(A,c,*), where ¢ € C
and c # 0, is isomorphic to A, hence |A’| = |A|.

Proof. In creating A’, Apply expands all of the internal
nodes of A since c is a scalar, and the new terminals are the
terminals of A multiplied by c¢. All terminal values #; of A
are unique by definition of a QuIDD [22]. Thus, ct; # ct; for
all i, j such that i # j. As a result, the number of terminals
in A’ is the same as in A. O

Lemma 1 states that two QulDD states or operators that
differ by a non-zero scalar factor, such as global phase,
have the same number of nodes. Thus, equal node counts
in QulDDs are a necessary but not sufficient condition for
global-phase equivalence. To see why it is not sufficient,
consider two state vectors [y) and |¢) with elements w; and
Vi, respectively, where j,k=0,1,...N — 1. If some w; =
vi = 0 such that j # k, then |@) # ¢ ). The QuIDD rep-
resentations of these states can have the same node counts.
Despite this drawback, this check requires only O(1) time
since Apply is easily augmented to sum the number of dis-
tinct nodes as a QulDD is created.

3.3 Recursive Check

Lemma 1 implies that a QuIDD-based algorithm can im-
plement a sufficient condition for global-phase equivalence
by accounting for terminal value differences. The algorithm
is a modified version of Apply. In each recursive step, the
variable depended upon in a node in one QuIDD must be the
same as the variable depended upon in the other QuIDD’s
node. If it is not, then the two QuIDDs are not isomorphic
and hence not equivalent up to global phase (early termina-
tion). When terminal values are reached in both QulDDs,
the magnitude of the ratio is computed. If it is not equal to
1, then the difference is not a phase factor. Also, if the ra-
tio is not equal to previously computed terminal ratios, the
difference is not a global phase factor.

In the worst case, both QuIDDs are isomorphic and all
nodes are visited. Thus, the overall runtime and memory
complexity of GPRC for states or operators is O(|A| +|B|).
Also, the node-count check can be run before GPRC to
quickly eliminate many nonequivalences.

3.4 Empirical Results

The first benchmark considered is the logic associated with a
single iteration of Grover’s quantum search algorithm [10],
which is depicted in Figure 3. One iteration is sufficient
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Figure 3: An iteration of Grover’s algorithm, where the
boxed part is the Grover iteration operator.

to test the effectiveness of the equivalence-checking algo-
rithms since the state vector QulDD remains isomorphic
across all iterations [22].

Figure 4a shows the runtime results for the inner product
and GPRC algorithms (no results are given for the node-
count check algorithm since it runs in O(1) time). The
results confirm the asymptotic complexity differences be-
tween the algorithms. The number of nodes in the QuIDD
state vector after a Grover iteration is O(n) [22], which is
confirmed in Figure 4b. As a result, the runtime complexity
of the inner product should be O(n?), which is confirmed by
a regression plot within 1% error. By contrast, the runtime
complexity of the GPRC algorithm should be O(n), which
is also confirmed by another regression plot within 1% error.
The matrix product and GPRC exhibited the same asymp-
totic behavior for checking the Grover operator.

The next benchmark compares states in Shor’s inte-
ger factorization algorithm [17]. Specifically, we consider
the states created by the modular exponentiation sub-circuit
that represent all possible combinations of x and f(x,N) =
a*modN, where N is the integer to be factored [17] (see Fig-
ure 5). Each of the O(2") paths to a non-0 terminal repre-
sents a binary value for x and f(x,N). Thus, this benchmark
tests performance with exponentially-growing QulDDs.

We applied the inner product and GPRC algorithms
to this benchmark for values of N that ranged from 12 to
19 qubits in size, and each N was composed of two non-
trivial prime factors.? Interestingly, both algorithms ex-
hibited nearly the same performance with runtimes under
10 seconds for the 19-qubit value. However, experiments
in which the first, middle, and last qubits are acted upon
by Hadamard gates that destroy global phase equivalence,
GPRC outperforms the inner product by factors ranging
from 1.5x to 10x. This improvement comes from the node
count early termination condition.

In almost every case, both algorithms represent far less
than 1% of the total runtime. Thus, checking for global-
phase equivalence among QulDD states appears to be an
easily achievable task once the representations are created.
An interesting side note is that some modular exponenti-
ation QulDD states with more qubits can have more ex-
ploitable structure than those with fewer qubits. For in-
stance, the N = 387929 (19 qubits) QuIDD has fewer than
half the nodes of the N = 163507 (18 qubits) QuIDD.

Table 1 contains results for the matrix product and
GPRC algorithm checking the inverse Quantum Fourier

2Such integers are likely to be the ones input to Shor’s algorithm since
they play a key role in modern public key cryptography [17].
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Figure 4: (a) Runtime results and regressions for the inner product and GPRC on checking global-phase equivalence of states
generated by a Grover iteration. (b) Size in node count and regression of the QuIDD state vector.

No. of Matrix Product GPRC
Qubits [ Time (s) | Mem (MB) Time (s) | Mem (MB)
5 2.53 1.41 0.064 0.25
6 22.55 6.90 0.24 0.66
7 271.62 46.14 0.98 2.03
8 3637.14 306.69 4.97 7.02
9 22717 1800.42 17.19 26.48

Table 1: Performance results for the matrix product
and GPRC algorithms on checking global-phase equiv-
alence of the QFT operator.
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Figure 5: A QuIDD state combining x and 7*mod15 in bi-
nary. The first qubit of each partition is least-significant.

Transform (QFT) operator. The inverse QFT is a key
operator in Shor’s algorithm [17], and it has been previ-
ouslgf shown that its n-qubit QuIDD representation grows as
O(2") [22]. In this case, the asymptotic differences in the
matrix product and GPRC are very noticeable. Also, the
memory usage indicates that the matrix product may need
asymptotically more intermediate memory despite operat-
ing on QuIDDs with the same number of nodes as GPRC.

4 Checking Equivalence up to Relative Phase

The relative-phase checking problem can also be solved in
many ways. The first three algorithms are adapted from lin-
ear algebra to QulDDs, while the last two exploit DD prop-
erties directly, offering asymptotic improvements.

4.1 Modulus and Products

Consider two state vectors |y) and |@) that are equiva-
lent up to relative phase and have complex-valued ele-
ments w; and vy, respectively, where j,k=0,1,...,N — 1.
Computing |¢) = ZN'|v;] 1) and |W') = S wi| k) =
Z;(V;OI le®v| k) sets each phase factor to a 1, allowing the
inner product to be applied as in Subsection 3.1. The com-
plex modulus operations are computed as C = Apply(A, | - |)
and D = Apply(B, | - |) with runtime and memory complex-
ity O(JA| 4 |B|), which is dominated by the O(]A||B|) inner-
product complexity.

For operator equivalence up to relative phase, two cases
are considered, namely the diagonal relative-phase matrix
appearing on the left or right side of one of the operators.
Consider two operators U and V with elements u;; and
vk, respectively, where j,k =0,...N — 1. The two cases in
which the relative-phase factors appear on either side of V
are described as u; = ePiy .k (left side) and u; = ePry ik
(right side). In either case, the the matrix product check dis-
cussed in Subsection 3.1 may be extended by computing the
complex modulus without increasing the overall complex-
ity. Note that neither this algorithm nor the modulus and
inner product algorithm calculate the relative-phase factors.

4.2 Element-wise Division

Given the states discussed in Subsection 4.1, wy, = ey,
the operation wy /v; for each j = k is a relative-phase factor,

€% The condition |wy/v;| = 1 is used to check if each divi-
sion yields a relative phase. If this condition is satisfied for
all divisions, the states are equivalent up to relative phase.
The QulDD implementation for states is simply C =
Apply(A,B, /), where Apply is augmented to avoid division
by 0 and instead return 1 when two terminal values being
compared equal 0, and return O otherwise. Apply can be
further augmented to terminate early when |w;/v;| # 1. C is
a QulDD vector containing the relative-phase factors. If C
contains a terminal value of 0, then A and B do not differ by
relative phase. Since a call to Apply implements this algo-
rithm, the runtime and memory complexity are O(|A||B]).
Element-wise division for operators is more compli-
cated. For QuIDD operators U and V, W = Apply(U,V, /)
is a QuIDD matrix with the relative-phase factor ¢® along
row j in the case of phases appearing on the left side and
along column j in the case of phases appearing on the right
side. In the first case, all rows of W are identical, meaning



that the support of W does not contain any row variables.
Similarly, in the second case the support of W does not con-
tain any column variables. A complication arises when 0
values appear in either operator. In such cases, the support
of W may contain both variable types, but the operators may
in fact be equivalent up to relative phase. We implement
an algorithm which accounts for these cases by recursively
marking valid O entries with a sentinel value. Since the algo-
rithm is a variant of Apply, the runtime and memory com-
plexity are O(|U||V]).

4.3 Non-0 Terminal Merge

A necessary condition for relative-phase equivalence is that
zero-valued elements of each state vector appear in the same
locations, as expressed by the following lemma.

Lemma 2 A necessary but not sufficient condition for two
states |Q) = 21].\’:—01 v;|j) and |y) = ZkN:_OI wy |k) to be equiva-
lent up to relative phase is that Vv; = wy =0, j = k.

Proof. If |y) = |¢) up to relative phase, |y) =
Z;{V;Ol ey |k). Since e # 0 for any 6, if any wy, = 0, then
v; = 0 must also be true where j = k. A counter-example
proving insufficiency is |y) = (0,1/v/3,1/+/3,1/v/3)T and
lo) = (0,1/2,1/v2,1/2)". o

QulDD canonicity may now be exploited. Let A and
B be the QuIDD representations of the states |y) and |@),
respectively. First compute C = Apply(A,[|-|]) and D =
Apply(B,[| - |]), which converts every non-zero terminal
value of A and B into a 1. Since C and D have only two
terminal values, 0 and 1, checking if C = D satisfies Lemma
2. Canonicity ensures this check requires O(1) time and
memory. The overall runtime and memory complexity of
this algorithm is O(|A| +|B|) due to the unary Apply opera-
tions. This algorithm also applies to operators since Lemma
2 also applies to u;y = iy ik (phases on the left) and

Ujp = ey .k (phases on the right) for operators U and V.
4.4 Modulus and DD Compare

A variant of the algorithm presented in Subsection 4.1,
which also exploits canonicity, provides an asymptotic im-
provement for checking a necessary and sufficient condi-
tion for relative-phase equivalence of states and operators.
As in Subsection 4.1, compute C = Apply(A,|-|) and D =
Apply(B,|-|). If A and B are equivalent up to relative phase,
then C = D since each phase factor becomes a 1. This check
requires O(1) time and memory due to canonicity. Thus, the
runtime and memory complexity is dominated by the unary
Apply operations, giving O(|A| + |B|).

4.5 Empirical Results

The first benchmark for the relative-phase equivalence
checking algorithms creates a remote EPR pair, which
is an EPR pair between the first and last qubits, via
nearest-neighbor interactions [6]. The circuit is shown
in Figure 6. Specifically, it transforms the initial state
[00...0) into (1/4/2)(]00...0) 4 [10...1)). The circuit
size is varied, and the final state is compared to the state

(03457 /1/2)[00...0) + (77 /1/2) [10... 1).

2
©—
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Figure 6: Remote EPR-pair creation between the first
and last qubits via nearest-neighbor interactions.

The results in Figure 7a show that all algorithms run
quickly. The inner product is the slowest, yet it runs in ap-
proximately 0.2 seconds at 1000 qubits, a small fraction of
the 7.6 seconds required to create the QulDD state vectors.
Regressions of the runtime and memory data reveal linear
complexity for all algorithms to within 1% error. This is not
unexpected since the QulDD representations of the states
grow linearly with the number of qubits (see Figure 7b), and
the complex modulus reduces the number of different ter-
minals prior to computing the inner product. These results
illustrate that in practice, the inner product and element-
wise division algorithms can perform better than their worst-
case complexity. Element-wise division should be preferred
when QulIDD states are compact since unlike the other al-
gorithms, it computes the relative-phase factors.

The Hamiltonian simulation circuit shown in Figure 8
is taken from [13, Figure 4.19, p. 210]. When its one-
qubit gate (boxed) varies with At, it produces a variety of
diagonal operators, all of which are equivalent up to rela-
tive phase. Empirical results for such equivalence checking
were similar to the remote EPR pair results and exhibited the
same asymptotic trends. As before, the matrix product and
element-wise division algorithms perform better than their
worst-case bounds, indicating that element-wise division is
the best choice for compact QuIDDs.

5 Conclusions

We have shown that various DD properties can be exploited
to develop efficient algorithms for the difficult problem of
equivalence checking up to global and relative phase. The
recursive check and element-wise division algorithms effi-
ciently determine equivalence of states and operators up to
global and relative phase, and compute the phases. They
outperform QuIDD matrix and inner products, which do not
compute relative-phase factors. Other QulDD algorithms
presented, such as the node-count check, non-0 terminal
merge, and modulus and DD compare, provide even faster
checks but only satisfy necessary equivalence conditions.
Thus, they should be used to aid the more robust algorithms.
A summary of the theoretical results is provided in Table 2.

I I

0) p— ¢~ 1MZ P 0)

Figure 8: A quantum-circuit realization of a Hamilto-
nian consisting of Pauli operators.
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and DD compare, and non-0 terminal merge checking relative-phase equivalence of the remote EPR pair circuit.

. Phase | Finds | Necessary &| o() time o() time
Algorithm type |phases?| sufficient? complexity; complexity|
best-case | worst-case
Inner | Giobat | Yes | N.&sS. |A||B| |A[B|
Product
Matrix 2 )
Global | Y N. &S. A||B A||B
paatrix | Global | Yes (AlIBI?* | (1al|B)
Node-Count | Global | No N. only 1 1
Recursive
Global | Y N. & S. 1 Al+B
Check | 0P| Yes IAl+(B|
Modulus and g 1aiivel  No | N.&S. AlB | 1alB|
Inner Product
Element-wise \pojativel yes | N.&S. IAlIB| | |A|B]
Division
Non-0 .
Rel N N. onl A B A B
[Terminal Merge| elativel ° ony Al + 1] lal+[B|
Modulus and .
Relat N N. & S. A B A B
DD Compare | ¢20v¢[ No |Al+B] | |A|+]B]

Table 2: Key properties of the QuIDD-based phase-
equivalence checking algorithms.

A fair amount of work has been done on optimal and
heuristic synthesis for quantum circuits [14, 15]. Equiv-
alence checking in particular plays a key role in some of
these techniques since it is often necessary to verify the cor-
rectness of heuristic transformations. Future work will de-
termine how these equivalence checking algorithms may be
used as primitives to enhance such heuristics.
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