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Analysis of the Nordel Power Grid Disturbance of January 1, 1997
Using Trajectory Sensitivities '
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Abstract— This paper uses trajectory sensitivity analysis
to investigate a major disturbance of the Nordel power sys-
tem which occurred on January 1, 1997. The Nordel sys-
tem is described, and the details of the disturbance are pre-
sented. Background to trajectory sensitivity analysis is also
provided. Results of the investigation indicate the useful-
ness of trajectory sensitivities for exploring the influence
of various system parameters on the large disturbance be-
haviour of the system. The trajectory sensitivities provide
a way of judging the relative importance of various factors
which affected behaviour.

Keywords: Disturbance analysis, trajectory sensitivities, se-
curity assessment.

I. INTRODUCTION

From most points-of-view, large disturbances on power
systems are undesirable. However they do provide power
system analysts, in particular operators and planners, with
an opportunity to explore the stressed behaviour of their
actual power system, rather than just the behaviour of
models [1]. This often results in a better understanding of
the real system, and consequently leads to improved mod-
els. Unfortunately though, tools for systematically explor-
ing large disturbance behaviour are quite limited.

Recent work has shown that trajectory sensitivity analy-
sis can provide valuable insights into the security of power
systems [2], [3], [4]. This paper therefore proposes the use
of trajectory sensitivities as a way of better understand-
ing the dynamics of disturbed power systems. In the pa-
per, these analysis ideas are used to investigate an incident
which occurred on the Nordel power system on January 1,
1997.

In general terms, the Nordel disturbance was typical of
many power system incidents, where cascaded events pro-
gressively weaken the system [5]. The initiating event was
an earth fault on a 400kV busbar. Fault clearing tripped
a heavily loaded transmission line, with subsequent large
power and voltage swings across the system. That in turn
led to the energizing of a shunt reactor and the tripping of
a nuclear power station. More complete details are given
in Section II-B.
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Post-mortem analysis of this disturbance raised a num-
ber of questions. In particular, later investigations of pro-
tection flags indicated that the timer on the distance pro-
tection of a second major 400kV transmission line had
started. The system stabilized before that protection had
timed out. However tripping of the second transmission
line could have resulted in further cascaded line tripping
and possibly significant loss of supply. It was therefore im-
portant to determine how close the system was to losing
the second line. Other questions regarding the influence of
parameters on the large disturbance (nonlinear and non-
smooth) behaviour of the system were also raised. These
are addressed in Section IV.

The influence of parameters on the nonlinear, non-
smooth behaviour exhibited by a disturbed power system
is difficult to explore. Normal linearization techniques, in-
volving linearization of the system model about an oper-
ating point, are not applicable. However trajectory sensi-
tivity analysis offers a rigorous approach to exploring the
effects of parameters [6]. This analysis is based on lineariz-
ing the system around a trajectory, rather than around an
equilibrium point (7], [8]. Therefore it is possible to deter-
mine directly the change in the trajectory due to a (small)
change in parameters. The ideas extend naturally through
discontinuities, provided a few technical conditions are sat-
isfied [9]. An overview of these ideas is given in Section III.

The paper is structured as follows. Section II provides a
description of the Nordel power system, and the distur-
bance of interest. An overview of trajectory senmsitivity
analysis is then given in Section III. Results of the inves-
tigations are presented and discussed in Section IV, and
conclusions are drawn in Section V.

II. THE NORDEL SYSTEM
A. System description

The Nordel system consists of the interconnected power
systems of Finland, Norway, Sweden and parts of Denmark.
Through HVDC links it also connects to the European and
the Russian power grids. The peak power of the Nordel
system is around 55GW and it serves 16 million people.
Figure 1 shows the Nordel 400kV network as it was in 1996.

The power generation differs between the countries. The
production in Norway is nearly all hydro power. In Finland
and Sweden there is a mixture of half nuclear power and
half hydro power, whereas Denmark uses fossil fired power
stations.

Sweden has twelve nuclear units, located at four power
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Fig. 1. The Nordel system.

stations. They are close to the major load areas in the
southern part of Sweden. Most of the Swedish hydro power
is located in the north. Energy is transferred to the south
over relatively long transmission lines.

During years of normal rain and snow, Norway has an
excess capacity of hydro power. On average, eight out of
ten years Norway is a net exporter of power. During dry
years though, Norway must import power from other coun-
tries in the Nordel system. Often Denmark provides this
power.

B. The Disturbance of January 1, 1997
B.1 Background

A severe disturbance occurred in the Nordel system on
the night of January 1, 1997. The system was heavily
loaded as it was winter and electricity is used for heat-
ing. The weather was quite normal for that time of the
year. The interchange between the countries consisted of
export from Denmark, through Sweden, to Norway. This
loading condition was unusual.

B.2 The sequence of events

Primary disturbance (1-60ms): The main cause of the
disturbance was a large icicle that came in contact with
one phase and caused an earth fault on the 400kV busbar
at Stenkullen. The busbar protection operated correctly,
tripping all connected lines. The fault was cleared after
60ms.

Damped oscillations (60ms — 4sec): One of the heavily
loaced lines transferring power from Denmark to Norway
was tripped. Because of this, the power flow changed and

the load on the remaining lines increased. One of these
lines was overloaded and subsequently tripped 4 seconds
after the initial disturbance.

Undamped oscillations (4-10sec): All lines to the
north from Ringhals units 1 and 2 were now disconnected.
These nuclear units were then only weakly connected to the
grid by two relatively long radial lines. The power from the
two nuclear units oscillated with growing amplitude, and
the units were ultimately tripped from the grid. During
this oscillation the voltage in the 400kV grid in southern
Sweden deviated from 20% under to 10% over nominal volt-
age. At a voltage peak, one shunt reactor was connected
at a neighbouring busbar. The automatic equipment for
connection worked in accordance with settings. However
it is doubtful whether the connection of the shunt reactor
was actually necessary (or helpful) in this case.

Damped oscillations, frequency drop and recovery
(10sec—~1min): After the two nuclear units were discon-
nected, the power oscillations decreased. The tripped units
produced 1700 MW, so after the trip there was a corre-
sponding power deficit in the Nordel system.

B.3 Recordings from the disturbance

Figure 2 shows the recorded voltage at Helsingborg in
southern Sweden. We clearly see the damping of the oscil-
lation, and observe that the oscillation was stable for the
first 4 seconds. However for the interval 4-10 seconds the
amplitude was growing, indicating an unstable oscillation.
After the trip of the two nuclear unit at around 9-10 sec-
onds, the oscillation amplitude decreased.
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Fig. 2. Voltage recorded at Helsingborg.

Figure 3 shows the recorded frequency at Helsingborg.
The oscillations have the same characteristic behaviour
as for the voltage. Moreover, notice that the frequency
dropped by 0.6Hz, to 49.4Hz, when units 1 and 2 at Ring-
hals tripped. The frequency recovery was relatively fast.
After 30 seconds the frequency had recovered to a steady-
state value.
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Fig. 3. Frequency recorded at Helsingborg.

B.4 Questions for further investigation

The disturbance was quite severe. Some questions raised
in the analysis work afterwards were:
« Which lines were the most critical in the disturbance?
o Did the connection of the shunt reactor have a large in-
fluence on the disturbance?
« How important was the timing of the disconnection of
the two nuclear units?
These questions are considered in Section IV.

III. TRAJECTORY SENSITIVITY ANALYSIS
A. Theoretical background

Power systems can be generically modelled as switched
differential-algebraic systems [10]. This model has the form

g = flz,y;2) (1)
_ [ aW(z,y N h(z,y;\) <0
0= {9(2)(05,31;/\) hz.yA) >0, P

where z are the dynamic states, for example generator an-
gles, velocities and fluxes, y are algebraic states, e.g., load
bus voltage magnitudes and angles, and A are parameters
such as line reactances or switching times. For clarity, the
model (1),(2) captures only a single switching decision, or
discontinuity. Real power systems involve many switch-
ing decisions, of course.- However the model can be easily
extended to cater for the more general situation [9].

Away from discontinuities, system dynamics evolve con-
tinuously according to the familiar differential-algebraic
model

f(xs Y, A) (3)
0 = g(z,y; ). 4)
We shall define the flows of z and y respectively as
l‘(t) = ¢I (.’L‘o, tv >‘) (5)
y(t) = ¢y(z0,t,N) (6)
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where z(t) and y(t) satisfy (3),(4), along with initial con-
ditions,

¢2(%0,0,X) Zo (7)
g(zo,(ﬁy(Io,O,A);A) = 0. (8)
To obtain the sensitivities of the flows ¢, and ¢, to pa-

rameter variations, we form the Taylor series expansions of
(5),(6). For z(t) this gives

Az(t) = Adg(zo,t,N)

6¢z (-TO: tv ’\)

= = ""AX+hi .
Y + higher order terms

(Note that sensitivity to initial condition variation can also

be developed. Full details are given in [9].) Neglecting

higher order terms and using (5) gives

oz(t)
1))

Similarly for y we obtain

Az(t) = T2 AN = 2, (1) AX 9)

Ay(t) = ()AA—y (t)AN. (10)

The sensitivities 5 and y, are obtained by differentiating
(3),(4) with respect to A. This gives

oL o+ Lo+ Fh

fz(t)zs + fy(@®yx + fa(t)

Ty =

(11)
and

gf;():c + 320w + 320

= g(t)rs + gy(t)yx + ga(t)

0 =
(12)

where £, = d/\ and yy = 3} are generally matrices. Note
that fz, fy, fx» 92, 9y, gx are evaluated along the trajectory,
and hence are all time varying matrices.

Initial conditions for =, are obtained from (7) as

z3(0) =0 (13)

and for y, from (12),

0 = g4(0)yA(0) + ga(0).

Equations (9),(10) provide the change Az(t) and Ay(t)
in a trajectory, at time ¢ along the trajectory, for a given
(small) change in parameters A.

At a discontinuity, the sensitivities z and y, are gener-
ally not continuous. It is necessary to calculate the jump
condition describing the step change in z, and y). Let
(z(7),y(7)) be the point where the trajectory encounters
the hypersurface h(z, y; A\) = 0, i.e., the point where switch-
ing occurs. This point is called the junction point and T is
the junction time.

Further, assuming nonsingularity of the model, we can
use the Implicit Function Theorem to obtain y (locally)

(14)



990

as an explicit function of £ and A. Therefore, at points
along the trajectory up to the junction point y = (1) (z; \),
where 0 = g(z, o1 (z; A); A). Likewise, after the junction
point y = @) (x; A). It follows that

y(r7) =W (2(r7);A) (15)
just prior to the switching, and
y(rh) = o (a(77); A) (16)

just after switching.
The jump condition corresponding to the sensitivity of
z to a particular parameter A; is then given by

zj\'i (ry =

ho—hy (ggl)) -1 g;l))

IV. RESULTS

A. Simulation model

The Nordel system consists of several hundred genera-
tors, ranging from small windmills of 0.2MW up to nuclear
power units of 1100MW. The total length of the 400kV
transmission system is over 10 000km. A simplified model
has therefore been used for sensitivity analysis. It is shown
in Figure 4. The model has 10 generators and 27 buses.
Each generator represents several lumped generators. For
example, units 1 and 2 at the Ringhals nuclear station have
been lumped together to form one single generator in the

25,0+ {£ (50, 6@ @) )5 X) = £ (27, 6D (7)1 2) } x
a5, (r) + (h,\ ~hy (7)) g‘i’)

(hz —hy (951’)_1 99))

with the y sensitivity following from

T

0 = - (6P@) @@t

-1
2
~(s2m) o). (18)
Following switching, i.e., for ¢ > 7, calculation of the sen-
sitivities proceeds in the normal manner, using (11),(12).
~ The jump condition provides the initial conditions for the
post-switching calculations.

B. Numerical approzimation

The sensitivities ) and y, can be calculated using a
simple numerical procedure which is based on the approx-
imations

o= %, Az
AT T A
_ $a(To, t, A+ AX) — (0,1, N)
- AX
and
_9% _ Ay
=B T Aax
—- ¢y(z0,t»/\ + A)‘) - ¢U(I07ta )‘)
AN

when AM is small. The procedure involves simulation of the
system model for the parameter values A and A+ AX. The
sensitivities are then given by subtracting the simulations
and dividing by the parameter change A).

This procedure involves greater computations than di-
rect calculation of the sensitivities using (11),(12) and
(17),(18). However it is easier to implement. In the paper,
simulations and sensitivities were obtained using Version 2
of the Power System Toolbox [11] for Matlab [12].

- (17)

£ (@(7), M ((7);A); A)

simulation model. The load buses are more detailed around
the disturbance area and less detailed in areas remote from
the disturbance. Selected buses and generators are identi-

fied in Table 1.
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Fig. 4. Simulation model.

The initial load flow was developed using data recorded
by the SCADA system at the operation center just prior to
the disturbance. The model parameters were taken from
[13].

Figures 5 and 6 show the simulated voltage and fre-
quency at the faulted bus. The results are in quite close
agreement with the recorded data shown in Figures 2 and 3.



Bus # | Name Bus # | Name
3 Southern Norway 21 Barsebick
5 Ringhals 22 Ringhals34
12 Helsingborg 26 Denmark Gen
13 Denmark Load 27 Stenkullen
18 Ringhals12
Gen # | Name Gen # | Name
G2 Ringhals12 G7 Southern Norway
G5 Barsebick12 G10 | Denmark
G6 Ringhals34
TABLE I

BUS AND GENERATOR INFORMATION
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Fig. 5. Simulated voltage at Helsingborg.
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Fig. 6. Simulated frequency deviation at Helsingborg.

B. Sensitivity to line impedances

The largest angular deviation experienced during the
disturbance was between Denmark and southern Norway.
(Ringhals12 experienced a larger angular deviation, but
‘subsequently tripped.) This was a result of Denmark ex-
porting energy to the major load centres of southern Nor-
way. We shall therefore investigate the sensitivity of that
angle behaviour to various parameters. To simplify nota-
tion, the angle between Denmark and Norway shall be re-
ferred to as 10,7, with southern Norway taken as the angle
reference. The base case behaviour of this angle is shown
in Figure 7.
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Fig. 7. Angle difference 10,7 between Denmark and Norway — nom-
inal trajectory.

Trajectory sensitivities were used to find the lines that
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Fig. 8. Sensitivity of 19,7 for line Helsingborg-Denmark.
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Fig. 9. Sensitivity of 80,7 for line Helsingborg-Barsebéck.
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Fig. 10. Sensitivity of 10,7 for line Helsingborg-Ringhals.

had the greatest influence over the behaviour of the angle
810,7. Three lines were considered: Helsingborg-Denmark,
Helsingborg-Barsebick and Helsingborg-Ringhals. Sensi-
tivity of é10,7 to the impedance of each line is shown in
Figures 8 to 10 respectively. Angle sensitivity in these fig-
ures has units of degrees/pu line impedance.

From the figures, it can be seen that the angle 8107
between Norway and Denmark is most sensitivity to the
impedance of the line Helsingborg-Ringhals. The line
Helsingborg-Denmark also seems to be important, with
Helsingborg-Barsebick having the least influence. These
results are consistent with the system topology shown in
Figure 4, and are in general agreement with operational
experience.

Notice that the trajectory sensitivities for all three lines
are relatively small over the first 4 seconds, before the sec-
ond line trip. During that period, the system was stable,
with oscillations tending to be damped. However oscil-
lations increased following the second line trip, indicating
that the system was (at best) marginally stable. This is re-
flected in the sensitivities, with angle behaviour becoming
very sensitive to small parameter changes. It is argued in
[2], [9] that as a system approaches the stability boundary,
trajectory sensitivities will approach infinity. These results
exhibit that form of behaviour. After Ringhals12 tripped,
system stability was restored. The trajectory sensitivities
also stabilize, though they are quite poorly damped. This
tends to indicate that the system was still weak.

Comparing Figures 8 and 10, it can be seen that the line
Helsingborg-Denmark is less important than Helsingborg-
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Ringhals during the transient phase following the second .

line trip. However the line Helsingborg-Denmark has a
slightly greater influence on the longer term damping of
system oscillations. Such information is helpful in assessing
ways of improving system behaviour.

C. Sensitivity of angles to a critical line

In Figure 8, the sensitivity of the angle between south-
ern Norway and Denmark was presented. This sensitivity
was with respect to the impedance of the line Helsingborg-
Denmark. It is interesting to look at the influence of this
line on other generators. Figures 11 to 13 show the angle
sensitivities for generators Barsebiick12, Ringhals12 and
Ringhals34, with all angles referenced to southern Norway.
It can be seen that Ringhals12, which is the generator that
ultimately loses stability, is very sensitive. However the
other generators are relatively insensitive. It may be con-
cluded that the line Helsingborg-Denmark has little influ-
ence on the behaviour of Ringhals34 and Barsebéck12.

This information could again be very useful, for example
in studies aimed at choosing effective locations for FACTS
devices.
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Fig. 11. Angle sensitivity for generator Barsebackl12.
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Fig. 12. Angle sensitivity for generator Ringhals12.
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Fig. 13. Angle sensitivity for generator Ringhals34.

D. Sensitivity to switching time

Parameter sensitivity analysis can also be used to inves-
tigate the importance of the timing of switching events.
In this case, it has been used to study the timing of two
events: shunt reactor connection, and the tripping of the
nuclear units at Ringhals12. Again the angle deviation
é10,7 between Denmark and Norway was considered. The

sensitivities of 6,9 7 to the two switching times are given in
Figures 14 and 15.
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Fig. 14. Sensitivity of d10,7 to the reactor switching time.
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Fig. 15. Sensitivity of d10,7 to Ringhals12 tripping time.

Based on the results of Figure 14, it may be concluded
that the reactor switching time played a minor role in the
overall disturbance. However it is interesting to consider
the effect on stability of earlier or later switching. Fig-
ure 16 helps in answering that question. In that figure,
the deviation of the angle 610,7 from its steady-state value
is plotted against its sensitivity, for the first few swings
following switching. It can be seen that the angle and its
sensitivity are largely in phase, i.e., the angle and the sensi-
tivity increase together and decrease together. Now based
on (9), if the parameter (the reactor switching time) was
increased, a component of the trajectory sensitivity would
be added to the original trajectory. Hence in this case the
angle deviation would be larger for an increased reactor
switching time, i.e, for delayed switching.

25 T T T T T T T T

Sensitivity

' i i ' L L L L
—225 -20 -15 -10 -5 0 5 10 15 20
Angle Deviation

Fig. 16. Correlation between 810,7 and its sensitivity for reactor
switching.

In contrast to the reactor switching time, Figure 15 in-
dicates that the tripping time of Ringhalsl12 was very im-
portant. The sensitivity is very high, with a small change



in switching resulting in a large change in the angle devi-
ation. Figure 17 shows that the angle and its sensitivity
were again in phase. Hence delayed tripping would have led
to increased angle deviation, and decreased security. This
result is to be expected, as it was the tripping of these units
that ultimately saved the system.
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Fig. 17. Correlation between 610,7 and its sensitivity for Ringhals12
tripping.

V. CoNCLUSIONS

Limited tools are available for systematically investigat-
ing the large disturbance behaviour of power systems. The
results presented in the paper show that trajectory sensi-
tivity analysis provides a valuable addition to current tech-
niques.

Trajectory sensitivities can be used to explore the factors
which influence large disturbance behaviour of a system.
Such factors may range from line parameters to switch-
ing/tripping times of critical devices. Trajectory sensitiv-
ities provide a way of judging the relative importance of
those various factors.

Because trajectory sensitivities provide a first order ap-
proximation to the change in the trajectory corresponding
to changes in parameters, they open up many analysis pos-
sibilities.
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Discussion

M. A. Pai (Power and Energy Systems Area, University of
[llinois) This paper is a first realistic application of
trajectory sensitivity theory to the analysis of a
dfstur?ance. It is a nonlinear analysis and helps to find
the critical parameters involved in the disturbance. The
major contribution in terms of theory in the paper is to
extend the trajectory sensitivity analysis to the entire
time frame as opposed to only the post-fault system as in
[2,41. Since the technique is model independent it
provides an alternative to TEF based DSA techniques. The
computational overhead is substantial though the fact that
the Jacobians of (11), (12) and (1) and (2) will be the
same if one were to use simultaneous implicit method.
Coupled with recent work in iterative solver techniques for
dynamic simulation [A,B], the technique may prove to be a
viable one in the future.

The authors may like to clarify the following points.

1. The jump condition (17) in the sensitivity of x is
not reflected in Figs. 8-10, 11-13 and 14-15. In the
first two cases the parameters were impedance and
line respectively it may not appear. However, in
Figs. 14-15, it will be interesting to know what were
the switching times.

2. Have the authors considered lessening the
computational burden by not integrating the entire
set of sensitivity equations (11) but only those
whose sensitivities are of interest.

3. Can the results of Section D be extended to DSA work
for computing sensitivities to t_,?

4. Have the authors investigated sensitivities with
respect to initial conditions (operating point) of
(1) and (2).

fAl 1. C. Decker, D. M. Falcao and E. Kaszkurewicz,
"Parallel implementation of a power system dynamic
simulation methodology using the conjugate gradient
method," Proc. PICA Conference, May 1991, pp. 245-
252.

[Bl A. Y. Kulkarni, M. A. Pai and P. W. Sauer, “Power
system dynamic response calculation using Krylov
subspace method," Proc. PSCC Conference, wvol. II,
August 19-23, 1996, Dresden, Germany, pp. 207-216.

Ian. A. Hiskens and Magnus Akke: We wish to thank
Prof Pai for his interest in the ideas presented in the paper.
Trajectory sensitivities complement numerical integration
by quantifying the influence of parameters on large distur-
bance behaviour. This extra information often provides
valuable insights into the system response. An example of
the usefulness of sensitivities is provided by this paper.

As indicated by Prof Pai, trajectory sensitivities can be
generated for any nonlinear, non-smooth system model.
The ideas are therefore applicable to systems which include
detailed representations of complicated switching devices,
for example transformer tap changer AVRs and protection
relays. Sensitivities are proving to be very useful in the
analysis of voltage collapse.

If an implicit numerical integration technique is used to
generate the system trajectory, then at each time step ma-
trices that are closely related to the Jacobians of (1),(2) are
built and factorized. These same matrices are required for
numerically integrating the sensitivity equations (11),(12).
Because they are already built and factorized, computation
of the sensitivities only involves forward and backward sub-

stitution. Iterative solver techniques offer an exciting pos-
sibility for further computational improvements.

We will address Prof Pai’s questions in order:
1. It can be seen from (17) that the jump in sensitivi-
ties from zy, () to z;“", (7) is dependent upon the differ-
ence {f® — f}. If the jth component of { f? — f1)}
is zero, then the jth components of 3, (7) and z (1) will
be equal. Figures 8 to 15 reflect that behaviour. All those
figures plot the sensitivity of generator angle difference to
various parameters. But recall from the swing equation
that generator angle variations are given by

§=w.

From (3) it can be seen that the function f; governing a
generator angle state is therefore f; = w. Now because w
is a state, it is always continuous, even at switching events.
Therefore at such an event f}z) =wt =w = f;l), and
hence 6§ = §5. The second order dynamics of angles (as
described by the swing equation) ensure that angle sensi-
tivities never display jumps. Other state sensitivities do
generally display jumps though.
2. In solving (11),(12), it is necessary to keep track of the
sensitivities of all states to a particular parameter, i.e., for
each parameter )\;, one must retain the complete sensitivity
vector z,. (The sensitivity vector y,, can be obtained from
zy; via (12).) Intuitively, this is saying that a parameter
change may (over time) influence all states. The changes
in states in turn influence other states. Discarding part of
zy; would upset that behaviour.
In practice, it has been found that parameters may some-
times only influence a subset of the states. This behav-
iour seems to offer a way of exploring system coherency in
a large disturbance setting. Work is progressing on this
topic.
3. Fault clearing time t.; can be treated like any other pa-
rameter. It follows from [2,4] that high sensitivity indicates
the system is close to instability whilst low sensitivity indi-
cates relative security. If the fault clearing time is exactly
equal to the critical clearing time, then sensitivity will be
infinite. Mathemetically this occurs because the system
runs to a UEP, where f; is unstable. From (11), the tra-
jectory sensitivities must be unstable. It follows intuitively
also. An infinitesimal decrease in clearing time will return
the system to the region of stability, whereas an increase
will drive the system to instability. Therefore the trajec-
tory is infinitely sensitive to the parameter change.
4. In later work, parameter sensitivities z and y, are
treated as a special case of the more general initial con-
dition sensitivities zz, and yz,. This is achieved by rep-
resenting the parameters of interest A as states, through
the introduction of extra state equations A = 0. These
equations ensure that A remains constant at the nominal
(initial) values along the trajectory. However sensitivity to
the initial conditions of this equation is exactly parameter
sensitivity.

We again thank Prof Pai for his interest in the paper,
and his encouragement of this line of research.



