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Correlation mining and network discovery

5 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Big Data aspects of correlation mining
O/I correlation gene correlation mutual correlation

• ”Big data” aspects

• Large number of unknowns (hubs, edges, subgraphs)

• Small number of samples for inference on unknowns

• Crucial need to manage uncertainty (false positives)

• Scalability of methods to exascale is desired
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Misreporting of correlations is a real problem

Source: Young and Karr, Significance, Sept. 2011
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Related work: estimation, selection, testing, screening
• Regularized l2 or lF covariance estimation

• Banded covariance model: Bickel-Levina (2008) Sparse
eigendecomposition model: Johnstone-Lu (2007)

• Stein shrinkage estimator: Ledoit-Wolf (2005),
Chen-Weisel-Eldar-H (2010)

• Gaussian graphical model selection

• l1 regularized GGM: Meinshausen-Bühlmann (2006),
Wiesel-Eldar-H (2010).

• Bayesian estimation: Rajaratnam-Massam-Carvalho (2008)
• Sparse Kronecker GGM (Matrix Normal):Allen-Tibshirani

(2010), Tsiligkaridis-Zhou-H (2012)

• Independence testing

• Sphericity test for multivariate Gaussian: Wilks (1935)
• Maximal correlation test: Moran (1980), Eagleson (1983),

Jiang (2004), Zhou (2007), Cai and Jiang (2011)

• Correlation screening (H, Rajaratnam 2011, 2012)

• Find variables having high correlation wrt other variables
• Find hubs of degree ≥ k ≡ test maximal k-NN.

8 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Outline

1 Correlation mining

2 High dimensional analysis

3 Sample complexity

4 Two-stage Sampling, Prediction and Adaptive Regression via
Correlation Screening (SPARCS)

5 Application to predicting health and disease

6 Conclusions

9 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Correlation matrix and its support set

• p × n: measurement matrix. X ∼ N (µ,Σ⊗ In)

X =

 x11 . . . x1n
...

. . .
...

xp1 . . . xpn

 = [X1, . . . ,Xn]

• Σ = E [(X1 − µ)(X1 − µ)T ] is p × p sparse covariance matrix

• Γ is p × p sparse correlation matrix

Γ = diag(Σ)−1/2 Σ diag(Σ)−1/2

• Adjacency matrix: Ao = h0(Γ),

hρ(u) =
1

2
(sgn(|u| − ρ) + 1)

• Connectivity support set: So = S
(1)
o = I (sum(Ao) > 1)

• Hub degree ≥ δ support set: S
(δ)
o = I (sum(Ao) > δ)
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Empirical estimation of correlation and support set

• p × p sample covariance matrix

Σ̂ = X(I− 1

n
11T )XT 1

n − 1

• p × p sample correlation matrix

R = diag(Σ̂)−1/2 Σ̂ diag(Σ̂)−1/2

• Sample estimator of adjacency matrix at correlation level
ρ ∈ [0, 1]:

Âo(ρ) = hρ(R)

• Sample estimator of connectivity support So(ρ) at level
ρ ∈ [0, 1]:

Ŝo(ρ) = I (sum(Âo(ρ)) > δ)
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Estimation vs support recovery vs screening for dependency

• Correlation screening and detection: false positive error

P0(Nρ > 0)

Nρ = card{Ŝo(ρ)} is number of discoveries above threshold ρ.

• Support recovery: support misclassification error

PΣ(Ŝo(ρ) ∆ So 6= φ)

• Covariance estimation: Frobenius norm error

‖Σ− Σ̂‖F
• Uncertainty quantification: estimation of estimator tail

probabilities
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Asymptotic regimes (H-R 2011, 2012, 2014, 2015)

• Classical asymptotics: n→∞, p fixed (’small data’)

• Mixed high D asymptotics: n→∞, p →∞ (’Medium data’)

• Purely high D asymptotics: n fixed, p →∞ (’Big data’)

It is important to design the procedure for the prevailing sampling regime

• H and Rajaratnam, ”Large scale correlation mining for biomolecular network discovery,” in Big data over

networks, Cambridge 2015.

• H and Rajaratnam, ”Foundational principles for large scale inference,” IEEE Proceedings 2015.
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Purely high D: phase transitions (H-R 2011, 2012, 2014)

• Impossible to reliably detect small correlations with finite n

• Possible to reliably detect large correlations even when n� p

• Critical threshold ρc on mean number of spurious discoveries

ρc =
√

1− cn(p − 1)−2/(n−4)

• cn = O(n−3/2) is only weakly dependent on Σ if block sparse
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Purely high D convergence theorem (H-R 2012)

Asymptotics of hub screening1: (H and Rajaratnam 2012):
Assume that columns of X are i.i.d. with bounded elliptically
contoured density and row sparse covariance Σ.

Theorem

Let p and ρ = ρp satisfy limp→∞ p1/δ(p − 1)(1− ρ2
p)(n−2)/2 = en,δ.

Then

P(Nδ,ρ > 0)→
{

1− exp(−λδ,ρ,n/2), δ = 1
1− exp(−λδ,ρ,n), δ > 1

.

λδ,ρ,n = p

(
p − 1

δ

)
(P0(ρ, n))δ J(Σ)

P0(ρ, n) = 2B((n − 2)/2, 1/2)

∫ 1

ρ
(1− u2)

n−4
2 du

1
Generalized to local screening in (Firouzi-H 2013) and complex valued screening in (Firouzi-W-H 2014)
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Critical threshold ρc as function of n (H-Rajaratnam 2012)
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Critical phase transition threshold in n and p (δ = 1)

• H and Rajaratnam, ”Foundational principles for large scale inference,” IEEE Proceedings 2015.

• H and Rajaratnam, ”Large scale correlation mining for biomolecular network discovery,” in Big data over

networks, Cambridge 2015.
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Sample complexity regimes for different tasks

H and Rajaratnam, ”Foundational principles for large scale inference,” IEEE Proceedings 2015

• Unifying framework: value-of-information for specific tasks

• Sample complexity regime specified by # available samples

• Some of these regimes require knowledge of sparsity factor

• From L to R, regimes require progressively larger sample size
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Sample complexity regimes for different tasks

H and Rajaratnam, ”Foundational principles for large scale inference,” IEEE Proceedings 2015

• There are niche regimes for reliable screening, detection, . . . ,
performance estimation

• Smallest amount of data needed to screen for high correlations

• Largest amount of data needed to quantify uncertainty
20 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Implication: adapt inference task to sample size

Dichotomous sampling regimes has motivated (Firouzi-H-R 2014):

• Progressive correlation mining
⇒ match the mining task to the available sample size.

• Multistage correlation mining for budget limited applications
⇒ Screen small exploratory sample prior to big collection
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Sampling, Prediction and Adaptive Regression via Correlation Screening

• Firouzi, H and Rajaratnam, ”Two-stage sampling, prediction and adaptive regression via correlation screening

(SPARCS),” arxiv vol. 1502:06189, 2015.
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SPARCS recovery of support of active variables

Theorem (Firouzi, H, Rajaratnam, 2013, 2015)

Assume that the response Y satisfies the following noiseless
ground truth model:

Y = ai1Xi1 + ai2Xi2 + · · ·+ aikXik

If n ≥ Θ(logp) then, with probability at least 1− 1/p, PCS
recovers support of active variables π0.

• Analogous to condition for LASSO support recovery (Obozinski,
Wainright, Jordan 2008).
• The constant in Θ(logp) is increasing in dynamic range
coefficient

|π0|−1
∑

l∈π0
|al |

minj∈π0 |aj |
∈ [1,∞)

• Worst case: high dynamic range in active regression coefficients.

• Best case: all active regression coefficients are equal.

,
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Optimal pre-screening allocation under budget µ

Assume that: cost(acquisition of 1 sample of 1 variable)=1. Define

• Total budget for two-stage experiment: µ.

• Number of selected variables k . Total number of samples t.

To meet budget t, n, k , p must satisfy:

np + (t − n)k ≤ µ

Theorem

MSE optimal pre-screening allocation rule for two-stage predictor

n =

{
O(logt), c(p − k)logt + kt ≤ µ

0, o.w .

When budget is tight skip stage 1 (n = 0).
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Flu challenge experiment

Zaas et al, Cell, Host and Microbe, 2009

Chen et al, IEEE Trans. Biomedical Eng, 2010

Chen et al BMC Bioinformatics, 2011

Puig et al IEEE Trans. Signal Processing, 2011

Huang et al, PLoS Genetics, 2011

Woods et al, PLoS One, 2012

Bazot et al, BMC Bioinformatics, 2013

Zaas et al, Science Translation Medicine, 2014

27 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Critical threshold ρc for H3N2 DEE2

Samples fall into 3 categories

• Pre-inoculation samples
• Number of Pre-inoc. samples: n = 34
• Critical threshold: ρc = 0.70
• 10−6 FWER threshold: ρ = 0.92

• Post-inoculation symptomatic samples
• Number of Post-inoc. Sx samples: n = 170
• Critical threshold: ρc = 0.36
• 10−6 FWER threshold: ρ = 0.55

• Post-inoculation asymptomatic samples
• Number of Pre-inoc. samples: n = 152
• Critical threshold: ρc = 0.37
• 10−6 FWER threshold: ρ = 0.57
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Susceptibility: Correlation-mining the pre-inoc. samples

• Screen correlation at FWER 10−6: 1658 genes, 8718 edges
• Screen partial correlation at FWER 10−6: 39 genes, 111 edges
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Prediction: SPARCS comparisons to LASSO and SIS

Support recovery (simu) Prediction (real data)

• Firouzi, H and Rajaratnam, ”Predictive correlation screening: Application to two-stage predictor design in high

dimension,” AISTATS 2013

• Firouzi, H and Rajaratnam, ”Two-stage sampling, prediction and adaptive regression via correlation screening

(SPARCS),” arxiv vol. 1502:06189, 2015.
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Conclusions

What we covered
• Asymptotic correlation mining theory developed for “Purely

high” dimensional (”big data”) setting:

n fixed while p →∞

• Universal phase transition thresholds under block sparsity

• Phase transitions useful for properly sample-sizing experiments

Not covered here
• Structured covariance: Kronecker, Toeplitz, low rank+sparse,

etc (Tsiligkaridis and H 2013), (Greenewald and H 2014) ,,
• Non-linear correlation mining (Todros and H, 2011, 2012)
• Spectral correlation mining: bandpass measurements,

stationary time series (Firouzi and H, 2014)
• Quickest change detection and correlation mining (Banerjee

and H, 2015)

32 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

Conclusions

What we covered
• Asymptotic correlation mining theory developed for “Purely

high” dimensional (”big data”) setting:

n fixed while p →∞

• Universal phase transition thresholds under block sparsity

• Phase transitions useful for properly sample-sizing experiments

Not covered here
• Structured covariance: Kronecker, Toeplitz, low rank+sparse,

etc (Tsiligkaridis and H 2013), (Greenewald and H 2014) ,,
• Non-linear correlation mining (Todros and H, 2011, 2012)
• Spectral correlation mining: bandpass measurements,

stationary time series (Firouzi and H, 2014)
• Quickest change detection and correlation mining (Banerjee

and H, 2015)
32 32



Outline Correlation mining High dimensional analysis Sample complexity SPARCS Application Conclusions

T. Banerjee and A. Hero, “Non-parametric quickest change detection for large scale random matrices,” in

IEEE Intl Symposium on Information Theory, 2015.

H. Firouzi, A. Hero, and B. Rajaratnam, “Predictive correlation screening: Application to two-stage

predictor design in high dimension,” in Proceedings of AISTATS. Also available as arxiv:1303.2378, 2013.

H. Firouzi, B. Rajaratnam, and A. Hero, “Two-stage sampling, prediction and adaptive regression via

correlation screening (SPARCS),” arxiv, vol. 1502:06189, , Feb 2015.

H. Firouzi, D. Wei, and A. Hero, “Spatio-temporal analysis of gaussian wss processes via complex

correlation and partial correlation screening,” in Proceedings of IEEE GlobalSIP Conference. Also available
as arxiv:1303.2378, 2013.

H. Firouzi, D. Wei, and A. Hero, “Spectral correlation hub screening of multivariate time series,” in

Excursions in Harmonic Analysis: The February Fourier Talks at the Norbert Wiener Center, R. Balan,
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