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Abstract

In this paper, we address the issue of traffic grooming in arbitrary WDM mesh networks. We present a novel
groomer architecture wherein a combination of grooming at two different granularities is utilized to make the
setup cost-effective without compromising on efficiency. We put forward an efficient algorithm for dynamic routing
and wavelength assignment of sub-wavelength connections. We also propose a means of rerouting connections
dynamically to facilitate increase in the average call acceptance ratio. Rerouting in the dynamic scenario has never
been considered before. The connections, which may have arbitrary bandwidth requirements, are considered to be
service- differentiated based on the need for protection. We show the advantage of employing segmented backup
in place of end-to-end backup as well as the benefits of the rerouting mechanism we propose through extensive
simulation results.
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1. Introduction length (RWA) for each connection. The RWA prob-

lem for sub-wavelength demands given the con-

The introduction of Wavelength Division Multi-
plexed (WDM) networks as the backbone of the In-
ternet has led to a tremendous increase in available
bandwidth. Though each channel can now support
traffic of the order of Gbps, individual connection
requests are still in the Mbps range. This necessi-
tates the strategic assignment of route and wave-
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straints on network resources, such as number of
wavelengths and number of grooming ports at each
node, is called the traffic grooming problem. The
significance of this problem lies behind the fact
that a wavelength has to be converted from opti-
cal to electronic domain at the source and desti-
nation of each connection it has been assigned to,
and this conversion accounts for a sizable portion
of the network cost.

The problem of traffic grooming has been ex-
tensively studied for WDM SONET rings [1-3],
though not much work has been done in the case
of arbitrary traffic [4]. However, there has been a
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recent surge in efforts to solve the traffic groom-
ing problem for mesh networks. The traffic groom-
ing problem can be considered in either the static
or the dynamic setting. Dynamic grooming is the
problem of routing and assigning wavelengths for
a new demand, given the current state of the net-
work, whereas in static grooming, the traffic de-
mands are known apriori and all of them have to
be assigned routes and wavelengths either to min-
imize required resources or maximize the through-
put given the resource constraints. In [5], the prob-
lem of static grooming has been addressed with the
objective of minimizing the number of transceivers
required to support all the traffic while [6] tackles
the same problem aiming to maximize the through-
put given the constraints on resources. Dynamic
grooming of connections which require provision-
ing of a backup is considered in [7]. In [8] too, dy-
namic grooming has been addressed but without
the aspect of survivability.

In all of the above work, each groomer is as-
sumed to have unlimited grooming capability
(ability to switch traffic among streams), which is
justified in [6] by the fact that switching is done
in software in the MPLS/IP architecture. This
assumption is not a practical one as routing each
packet by examining its header involves a large
overhead, which makes the setup incapable of
handling the large bandwidth of an optical WDM
link. Hence, full-scale grooming, i.e., as much
switching ability as required, at extremely fine
granularities is not practically feasible. (Groom-
ing at fine granularities involves switching streams
which carry very low traffic while grooming at
coarse granularities can only switch higher-rate
traffic streams.) In the other node architecture
considered - SONET/WDM - the switching cost is
proportional to the square of the number of ports
on it. Though using the SONET/WDM architec-
ture will lead to lesser grooming equipment cost
as the number of traffic streams it can groom is
limited, the overall cost will be high as grooming
can only be done at coarse granularities, which
will lead to the need for a greater number of wave-
lengths. In short, though MPLS/IP is efficient, it
is infeasible and not cost-effective because of high
processing overhead and SONET/WDM, though
feasible, is neither efficient nor cost-effective be-

cause of grooming at coarse levels which results in
large number of wavelengths.

In this paper, we propose a new node architec-
ture which does away with the shortcomings of the
above two architectures and combines their advan-
tages to achieve the right combination of feasibil-
ity, efficiency and cost- effectiveness. We do so by
having groomers at multiple granularities at each
node. The concept of using a multi-layer node ar-
chitecture was also considered in [9]. However, it
failed to identify the full potential of grooming
at multiple levels. In the architecture used in [9],
any add-drop traffic has to pass through the com-
plete hierarchy from bottom to top. Due to this
dependence between levels, switching cost bene-
fits are obtained only at the intermediate nodes of
lightpaths. Our node architecture ensures saving
in switching cost at all nodes as the groomers at
different layers are completely independent, which
makes use of the true strength of grooming at mul-
tiple granularities.

The problem we address in this paper is that of
dynamic grooming with the mixed groomer node
architecture. We consider a service-differentiated
scenario wherein each connection may or may not
require a backup. The existing work on dynamic
grooming [7] [8] assumes that a new connection has
to be routed on existing lightpaths without rerout-
ing or splitting them as that would cause traffic
disruption. We propose a means of rerouting that
does not disrupt traffic which helps to increase
the average call acceptance ratio. To the best of
our knowledge, rerouting of lightpaths in the sce-
nario where connections arrive and leave dynam-
ically has never been considered before in the lit-
erature. Also, for setting up the secondary path
for each survivable connection, we employ the seg-
mented backup mechanism [10] in place of the end-
to-end backup approach followed in [7]. The rerout-
ing method we propose when used in combination
with the segmented backup approach leads to sig-
nificant increase in average call acceptance ratio.

The rest of the paper is organized as follows.
A detailed description of the mixed groomer node
architecture is given in Section 2. The heuristic
we propose for dynamic grooming is outlined in
Section 3 and its working is made clear with an
example in Section 4. The results of the simulations



performed are given in Section 5 and we finally
conclude in Section 6.

2. Node Architecture

Our proposed novel node architecture involves
the use of two groomers - one at a coarse level and
the other at a finer level of granularity, which we
call the higher level and lower level groomer, re-
spectively [11]. To make this setup practically fea-
sible, unlike the MPLS/IP architecture, we work
with the practical assumption that the number of
ports on the lower level groomer is limited. Though
limited, the capability to groom at finer levels helps
in efficient grooming by reducing the number of re-
quired wavelengths compared to that possible with
the higher level groomer alone. The additional cost
of the lower level groomer is more than offset by the
decrease in infrastructure cost due to fewer wave-
lengths. In addition to the coarse and fine granular-
ity groomers, our node architecture also makes use
of a mapper, which has negligible cost as it does no
processing; it just multiplexes/demultiplexes the
add/drop traffic assuming best possible packing
of the lower level streams into the higher level
streams. Its low cost is due to the fact that it does
not perform any switching.

The mixed groomer node architecture we present
is shown in Fig. 1. This architecture is a very
generic one and can be used on any hierarchy of
traffic streams, for example, OC-48/0C-12/0C-3
or STM-16/STM-4/STM-1 or STM-1/VC-3/VC-
12. From now on, for the sake of convenience, we
will refer to a wavelength as OC-48, a higher level
stream as OC-12 and a lower level stream as OC-
3. So, in the node architecture shown, the OC-48s
that need to be groomed are converted from opti-
cal to electronic form by the Receiver Array (RX)
and fed as input to the higher level groomer. The
function performed by the higher level groomer
is to switch OC-12s among the different OC-48s
it receives as input. The OC-12 groomer also re-
ceives OC-12s which do not need to be groomed
(because they might be completely packed with
OC-3s setup between the same source-destination
pair), padded up to OC-48s, as input from the

mapper. The mapper can also be implemented
such that every OC-12, in which all the OC-3s on
it are between the same source-destination pair,
can be directed from the mapper to the OC-12
groomer. However, doing so when the OC-12 is not
completely packed entails higher implementation
complexity (as detection of padded up OC-3s is
required). Hence, in our proposal, we only require
the mapper to redirect OC-12s completely packed
with OC-3s between the same source-destination
pair to the OC-12 groomer.

If there is also a need to switch OC-3s among
the OC-12s, then the OC-12 groomer feeds the cor-
responding OC-12 streams as input to the OC-3
groomer. Also, among the OC-12s generated by the
mapper from the add/drop traffic, the ones which
are not completely packed are routed to the OC-3
groomer. The streams between the OC-12 and the
OC-3 groomer are essentially OC-48s, but only the
OC-3 groomer can index the OC-3s within each
0OC-48 and switch them if required. The mapper
receives the local add/drop traffic as input in the
form of OC-3s padded up to OC-12s, and tries to
pack them into OC-12s optimally. It does this by
taking groups of 4 (the groom factor in this case)
0OC-12s and mapping the single OC-3s on them
onto one OC-12. This has very low processing over-
head as the OC-3s can be statically mapped to re-
spective OC-12s. Since the mapper receives OC-
3s padded up to OC-12s as input, if some OC-12
is assigned just one OC-3, then that OC-12 can
be directly padded up to a OC-48 by the mapper
and sent to the OC-12 groomer, bypassing the OC-
3 groomer. The outgoing traffic from the node is
converted from electronic to optical domain by the
Transmitter Array (TX).

Essentially, the mixed groomer architecture
can be divided into two logical units - the multi-
plexing/demultiplexing section (mapper) and the
switching section (OC-3 and OC-12 groomers).
The add/drop traffic that goes in and out of the
groomer is in the form wherein each OC-3 is on a
distinct OC-12. The mapper performs the task of
multiplexing the OC-3s which are on the OC-12s
which constitute the add traffic. This multiplex-
ing is carried out to ensure best possible packing,
i.e., the OC-3s on every 4 OC-12s are multiplexed
into 1 OC-12. The drop traffic is also similarly
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Fig. 1. Mixed-groomer Node Architecture

packed in the best possible manner. The mapper
demultiplexes the OC-12s which constitute the
drop traffic such that each of the OC-3s on these
0OC-12sis on a distinct OC-12. The task of switch-
ing traffic is completely handled by the OC-3 and
OC-12 groomers. Since the mapper does not per-
form any switching, its cost is negligible in com-
parison with that of the groomers. The role of the
OC-3 groomer is to switch OC-3s among OC-12s.
Similarly, the function of the OC-12 groomer is
to switch OC-12s among OC-48s. The number of
switching ports taken up on the OC-3 groomer is
the number of OC-12 streams it has to switch traf-
fic amongst. Hence, from Fig. 1, it is clear that the
number of OC-3 switching ports required is the
sum of two quantities. The first being the number
of OC-12s between it and the mapper. And, the
second is the number of OC-12s between it and
the OC-12 groomer. From the above explanation
of how the mapper works, the number of OC-12
streams between the OC-3 groomer and the map-
per is equal to [ (Total add/drop traffic in terms
of OC-3s)/(groom factor) ]. Similarly, the number
of ports required on the OC-12 groomer is also the
sum of two quantities. In this case, the first is the
number of OC-48s fed as input to the groomer.
The second is the number of OC-48s onto which it
has to switch OC-12s, which are then fed as input
to the OC-3 groomer. At the maximum, the value
both these quantities take up is the number of OC-
48s supported on the links incident at the node.
In our node architecture, the number of ports on

the OC-3 groomer is constrained as this is a ma-
jor contributor towards the cost of the setup. On
the other hand, the number of ports on the OC-
12 groomer can be assumed to be practically un-
limited as grooming at a coarse level is compara-
tively inexpensive. Moreover, the number of ports
required for full-scale grooming is lesser. To get
an estimate of this, consider an OC-768 backbone,
i.e., each node in the network can handle band-
width equivalent to OC-768. Since OC-768 is equal
to 16 OC-48s, unlimited grooming capability at the
0OC-12level would require 32 ports. This is because
16 ports would be required for the OC-48s on the
link and another 16 for the add/drop traffic. On
the other hand, since OC-768 is equivalent to 64
0OC-12s, the number of ports required on the OC-3
groomer for input from the OC-12 groomer is 64.
Also, 64 ports would be required for the OC-12s
received from the mapper. This implies that a to-
tal of 128 ports are required on the OC-3 groomer.
This quantity is 4 times as many as that on the OC-
12 groomer. Since switching cost is proportional to
the square of the number of ports, the switching
cost at the OC-3 level is more than 16 times that at
the OC-12level t . On the whole, this clearly makes
the cost of full-scale grooming at the OC-12 level
negligible compared to that at the OC-3 level.
Let us now look at the advantages of the mixed
groomer architecture over that of an OC-3 groomer
or OC-12 groomer alone. If an OC-12 groomer
alone is employed, it does not have the capability
to switch OC-3s among OC-12s. So, the add/drop
traffic in the form of OC-3s padded up to OC-12s
cannot be multiplexed together. Each of these OC-
12s will have to be assigned as they are to OC-
48s on the link. Hence, as each OC-12 can only
have one OC-3, the maximum traffic that can be
supported is %, i.e., 1/(groom factor) of the to-
tal bandwidth. On the other hand, using the OC-
3 groomer alone suffers from two disadvantages.
Firstly, due to the absence of the OC-12 groomer,
if OC-12s among two OC-48s need to be swapped

1 Though the number of ports on the OC-3 level is exactly
4 times that at the OC-12 level, we say switching cost is
“more than” 16 times because the intrinsic cost of switch-
ing traffic streams increases as we go to finer levels of gran-
ularity.



(switching at the OC-12 level), this has to be done
by swapping each of the OC-3s on these OC-12s.
This is costlier as switching needs to be done at
a finer granularity. Also, since there is no OC-12
groomer to pick out the specific OC-12s, all the
OC-12s on these OC-48s will have to be fed as in-
put to the OC-3 groomer. More importantly, the
OC-3 groomer directly receives OC-3s padded up
to OC-12s as input. This implies that the number
of ports consumed due to the add/drop traffic is
equal to the number of OC-3s in the add /drop traf-
fic. Note that in the mixed groomer, this number
was (1) of the add/drop traffic because multi-
plexing/demultiplexing is performed by the map-
per. So, the mixed groomer architecture derives its
efficiency by the combination of the OC-3 and OC-
12 groomers and also, maintains practical feasibil-
ity and cost-effectiveness by the constraint on the
number of ports on the OC-3 groomer.

2.1. Ezample

The following example clearly brings to the fore
the advantages of using a combination of groomers
in place of having an OC-3 or OC-12 groomer
alone. Consider the 6-node network shown in Fig.2
with demands of 3, 1 and 4 OC-3s between the
(source, destination) pairs (1, 4), (3, 5) and (2, 6),
respectively. As outlined above switching cost at
the OC-12 level is negligible to that at the OC-3
level which only depends on the number of OC-12s
on the link. So, from here on, we consider OC-12
as a wavelength. The state of the network in each
of the three cases explained below is as shown in
Fig. 3.

1 5
o
3 4
o
2 6

Fig. 2. Example 6-node Physical Topology

0 ports 0 ports

Fig. 3. Network state with (a) OC-12 groomer, (b) OC-3
groomer, (c¢) Mixed groomer

— OC-12 groomer alone
When only an OC-12 groomer is available at
each node, there is no grooming capability at
the OC-3 level at any node. So, multiple OC-3s
cannot be groomed onto the same OC-12, which
implies that each OC-3 has to be carried on a
new OC-12. This in turn implies that the num-
ber of wavelengths required on a link is equal
to the total number of OC-3s transmitted along
the link. As shown in Fig. 3(a), though there is
no switching cost at any of the nodes, the over-
all network cost is high due to the large number
of wavelengths required to satisfy the traffic de-
mand. In this example, atleast 8 wavelengths are
required on link (3, 4).

— OC-3 groomer alone



If each node has an OC-3 groomer with full-scale
grooming capability, then optimal grooming can
be performed as shown in Fig. 3(b). But, the
downside of this scheme is the high switching
cost borne due to the large number of grooming
ports required at each node, as shown in Fig.
3(b). As explained before, each add/drop OC-
3 consumes a port on the OC-3 groomer and
hence, the add/drop traffic itself consumes 3, 4,
1, 3, 1 and 4 ports at nodes 1, 2, 3, 4, 5 and 6,
respectively. Also, at every node, among all the
OC-12s on the links incident at that node, ev-
ery OC-12 that needs to be groomed consumes
an OC-3 grooming port at that node. An OC-12
needs to be groomed if some OC-3s on it need
to be either dropped or switched to other OC-
12s. All these properties together necessitate as
many as 5 OC-3 grooming ports at nodes 2, 4
and 6. So, though the number of wavelengths re-
quired is reduced from 8 to 2 in comparison with
the previous case, the grooming cost introduced
keeps the network cost high.

Mixed groomer architecture (OC-12 groomer +
OC-3 groomer + Mapper)

The network state achieved with the mixed
groomer node architecture (shown in Fig. 3(c))
clearly highlights its merits because as in the
case with the OC-3 groomer alone, the num-
ber of wavelengths required is 2 but with much
lower switching cost. The maximum number
of ports needed at any of the nodes is 3 and
three of the nodes do not even require an OC-3
groomer. The 4 OC-3s from node 2 to node 6
can be routed on the same OC-12 without con-
suming any OC-3 grooming ports as an OC-12
which is completely packed with OC-3s between
the same (source, destination) pair directly
goes from the mapper to the OC-12 groomer.
Also, no ports are required for the OC-12 from
node 4 to node 5 as a single OC-3 is put onto
it. Lesser number of ports are also taken up at
nodes 1, 3 and 4 because the mapper multi-
plexes/demultiplexes the add/drop traffic and
hence, the number of ports consumed on the
OC-3 groomer by the add/drop traffic is only
(3)™ the number of add/drop OC-3s, which in
this example translates into only one port at
each of these nodes.

This example shows that our mixed groomer node
architecture brings together the beneficial features
of both a coarse granularity and a fine granularity
groomer, i.e., lower switching cost and lesser num-
ber of wavelengths required, respectively.

3. Problem Statement and Heuristic
Solution

We consider the dynamic grooming problem
in a service-differentiated scenario, wherein every
newly arriving connection, may have an arbitrary
traffic demand and also, each connection may or
may not require protection. All connections are
assumed to be bidirectional, i.e., whenever some
bandwidth is reserved on link (z,y) for some con-
nection, equal amount of bandwidth has to be
reserved for that connection on link (y, z) as well.
Since the dynamic grooming problem is NP-hard,
we present a heuristic algorithm to solve it. When-
ever a request to setup a connection arrives, we
need to determine a route for it and assign wave-
lengths to it on all links along this route. The sec-
ondary route for any connection is decided upon
based on the single-link failure assumption. The
routing and wavelength assignment for both the
primary as well as the backup has to be carried
out given the constraints on network resources.
The resource constraints we consider are :

(i) The maximum number of distinct wave-
lengths on which traffic can be routed on
each physical link - Wp,4,. In our problem
setting, this should ideally be the maximum
number of OC-48s that can be carried on
any link. However, since the grooming capa-
bility on the OC-12 groomer is practically
unlimited, what matters is the number of
ports consumed on the OC-3 groomer which
depends on the number of OC-12s. Hence,
we work with OC-12 as a wavelength and
use Wiee as the maximum number of OC-
12s on each link. We assume the same W, 42
to hold over all physical links.

(ii) The number of ports on the OC-3 groomer
at each node - P,,.;. This places a limit
on the number of OC-12 streams that can



be groomed at each node, i.e., the number
of OC-12s which require OC-3s on them to
be either added/dropped at that node or
switched to other OC-12s.

(iii) The groom factor, i.e., the ratio between
the bandwidths of the higher and lower level
streams - G. In our case where we consider
0OC-12 and OC-3, groom factor is 4.

The current network state, in terms of existing
lightpaths and the traffic routed on each of them,
has to be also taken into account while deciding the
route and wavelength assignment for the new con-
nection. In the existing literature [7] [8] on dynamic
grooming, it has been assumed that no lightpath
can be split or rerouted as that would lead to traf-
fic disruption. We too stand by the policy that no
lightpath can be split but we believe that dynamic
rerouting is possible. Rerouting can be performed
whenever a new connection cannot be established
given the existing network state. A new connection
cannot be established either if a route cannot be
found for the primary or even if the primary can
be established, if it requires a backup and a route
cannot be determined for the secondary. Routes
for both the primary and the secondary are to be
found under the constraint that the existing light-
paths cannot be split but new lightpaths can be
added given the spare resources available in the ex-
isting network state. The rerouting can be carried
out by trying to reroute either the backup or the
primary path of some connection in the following
sequence where the next step is considered only if
the new connection cannot be established by the
rerouting in the preceding steps.

— Firstly, consider all connections which have been
allotted a backup and whose secondary path is
a end-to-end backup, not a segmented one. Con-
sider these connections in some order and for
each one, determine a new secondary which is
link-disjoint with the current primary as well
as the current backup. If such a route is found,
check if rerouting the backup along the new sec-
ondary will facilitate the setting up of the new
connection.

— Now, consider all connections for which a backup
has been allocated, independent of whether it
is end-to-end or segmented. Consider these con-
nections in some order and for each one, deter-

mine the “best” route for the secondary in the

current network state and check if the new con-

nection can be satisfied by rerouting the backup
along this route.

— Finally, consider all connections which either
do not require protection or have a end-to-end
backup. Consider these too in any order and try
to determine a new route for the primary which
is
- link-disjoint with the current primary if it does

not have a backup

- link-disjoint with its secondary, if it exists, and

not, necessarily link-disjoint with the current
primary

Check if rerouting the primary along the new

route will help establish the new connection.

At any stage in the above series of steps if it
is determined that the new connection can be es-
tablished by some rerouting, then that rerouting
is performed and the new connection is setup. One
point to be noted is that to establish a connec-
tion, not only must there exist a route on which
the primary can be setup but there must also ex-
ist a secondary route if the connection requires
protection. In our rerouting mechanism, the sec-
ondary of some connection is being rerouted in the
first two steps and this does not disrupt the traf-
fic. In the third step, two cases are considered. In
the case wherein the route considered for rerouting
does not require a backup, the new route must be
link-disjoint with the current route. On the other
hand, if it does have a backup, the new route need
be link-disjoint only with its secondary, not neces-
sarily link-disjoint with its current primary route.
So, while the lightpaths which need to be estab-
lished to route the traffic along the new primary
route are setup, traffic can be routed either along
the existing primary (in the case of no backup) or
along the existing backup. Once the lightpaths are
setup, traffic can be routed on the new primary as
well as its link-disjoint route (the old primary or
the secondary) for some amount of time and then
the traffic flow along the link-disjoint route can be
stopped.

The working of this is similar to that in Uni-
directional Path Switched Ring (UPSR), wherein
traffic is routed along both sides of the ring and the
receiver chooses the data from that side on which



higher power is detected. This process does not in-
volve too much delay as overhead since the total
time required to setup the new connection is still in
the same order as the time required to establish a
lightpath. In the case when a link can be expected
to fail at the instant when a new connection arrives
(the probability of which is almost negligible), the
second step cannot be employed because the new
secondary is not link-disjoint with the existing one.
Whereas rerouting the secondary using the first
step still ensures no disruption because rerouting
is done along a path link-disjoint with the existing
secondary and so, even if some link on the primary
route fails while the new secondary is being setup,
traffic can be routed along the existing secondary.
Also note that rerouting in the third step ensures
that the existing secondary works as the secondary
even after rerouting, as it is link-disjoint with the
new primary as well.

The routing mechanism employed is a minor
modification of the fixed-alternate path routing.
Instead of considering the A-shortest paths between
two nodes, the set of paths which have lesser than &
physical hops more than the shortest path are con-
sidered. This not only ensures fairness in setting
up a connection independent of the shortest dis-
tance between the source and destination, but also
helps in saving of network resources by avoiding the
possibility of routing along extremely long paths.
We determine the “best” combination of route and
wavelength assignment as that which leads to the
least increase in number of ports consumed. We call
this the “least-port-increase” route. If there exists
more than one such route, then the one with least
number of physical hops is chosen. For provisioning
of the secondary, we use the segmented backup ap-
proach with backup-backup multiplexing. The ad-
vantages of segmented backup are outlined in [10]
while the algorithm to calculate the bandwidth to
be reserved on any link when backup-backup mul-
tiplexing is employed is given in [7].

4. Tllustrative Example

To provide a deeper insight into the heuristic
outlined in the previous section, we consider an
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example scenario and step through the working of
our heuristic. The physical topology considered is a
4 x4 mesh with G =4 and one wavelength available
(Wimaz = 1). The connection requests (with their
corresponding demands) arrive in the sequence (7,
3) (3 OC-3s with protection), (13, 7) (2 OC-3s),
(4, 8) (4 OC-3s), (1, 7) (3 OC-3s with protection),
(1, 8) (1 OC-3 with protection) and (9, 7) (1 OC-
3). We now follow the changes in the network state
(Fig. 4) as these connections arrive in the given
order.

(a) As no connection currently exists, the pri-
mary for (7, 3) is assigned to the shortest
path (which is a single link) and the sec-
ondary is chosen to be the next shortest path.
The connection (13, 7), which does not re-
quire backup, is also routed on the shortest
path from node 18 to node 7.

(b) The next connection to arrive is (4, 8) and
given the current state of the network, this
cannot be setup as 3 OC-3s have already been
reserved on both the links adjacent with node
4 for the secondary of (7, 3). This demand
can be satisfied only if the backup path for
(7, 3) is rerouted. Hence, the route for the
secondary of (7, 3) is changed to the next
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shortest path available from node 7tonode 8.
The connection (4, 8) can now be established
on the link between the two nodes.

(c) Now, the request for connection (1, 7) ar-
rives and it can be observed that no rerout-
ing of the secondary for (7, 3) can facilitate
the setting up of this new connection. Hence,
we check whether rerouting the primary path
for one of the connections will help in ac-
commodating the new demand. Clearly, the
routes assigned to (7, 3) and (4, 8) cannot
be changed. That leaves us with connection
(13, 7) and if it is rerouted along the alterna-
tive path available from node 13 to node 7,
the current request can be established. So, we
perform the rerouting and setup the primary
path for connection (1, 7). Note that the sec-
ondary path for this connection can now be
determined only if a segmented backup ap-
proach employing backup-backup multiplex-
ing is used. The next request (1, 3), which re-
quires protection, can now be routed on the
lightpaths I — 7 and 7 — 3 as both these
have been allotted backups.

(d) Finally, connection request (9, 7) arrives and
it is routed by setting up the lightpath 9 —
18 and then routing the traffic through the
already established lightpath 158 — 7.

In contrast with the network state achieved by
using our mixed groomer in combination with our
heuristic (Fig. 4(d)), the network states resulting
by using a coarse groomer or a fine groomer alone
are shown in Fig. 5(a) and Fig. 5(b), respectively.
While using the coarse groomer, only connections
with 1 OC-3 demand can be setup as only one OC-

12 is available and, in the absence of the mapper
and the fine groomer, the coarse groomer cannot
groom 2 OC-3s onto the same OC-12. In the case
of the fine groomer, all the connection requests can
be satisfied (if our heuristic is employed) but with
significantly high network cost compared to that
required with the mixed groomer. This can be at-
tributed to two reasons. As explained in Section
2, the number of ports consumed by the add/drop
traffic at any node is equal to the number of OC-
3s added/dropped in the case of a fine groomer,
whereas with the mixed groomer, only (1/G) of
these many ports are required because of the map-
per. For example. at node 1, the total add/drop
traffic is 4 OC-3s which requires 4 ports on the fine
groomer but just 1 port on the mixed groomer. As
2 OC-12s need to be groomed as well at node 1, a
total of 6 ports are required with the fine groomer
while 3 ports are sufficient with the mixed groomer.
Also, OC-12s which are either completely packed
with OC-3s between the same node pair or have
only one OC-3 assigned to them do not require to
be groomed at the OC-3 level due to which the
OC-3 groomer is not even required at some of the
nodes (4, 8and 9) when the mixed groomer is used.
Note that ports are consumed not only by the OC-
12s on primary lightpaths but by those on the sec-
ondary lightpaths as well. On the whole, while a
maximum of 7 grooming ports at the OC-3 level
suffice when the mixed groomer is used, using the
fine groomer requires as many as 14 ports. This ex-
ample clearly demonstrates the advantages of our
mixed groomer node architecture as well as the
strengths of our heuristic. The performance of our
heuristic is further highlighted in this example by
the fact that all the connection requests could not
have been satisfied by employing either rerouting
(with end-to-end backup) or segmented backup in
isolation.

5. Simulation Results

We conducted several simulations to not only
demonstrate the efficiency of our heuristic but to
also show its better performance compared to ex-
isting heuristics. It can be observed that without
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using our rerouting mechanism and employing end-
to-end backup instead of segmented backup, our
heuristic reduces to the adaptation of the Mized
Grooming Policy (MGP) [7] to the scenario we are
considering, i.e., service-differentiated mesh with
mixed groomer node architecture. Since there is
no previous work in this scenario, we compare our
heuristic with the modification of MGP. Moreover,
we also compare the performance with the versions
of our heuristic wherein only rerouting (with end-
to-end backup) or only segmented backup is em-
ployed, to determine which of these features con-
tributes more to the improved performance of our
heuristic.

All our simulations were conducted on two
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physical topologies - a 4 x 4 mesh network and
the NSFNET network - with the number of wave-
lengths (Winae) fixed at 5. The call generation
mechanism followed is the same as that in [7], ex-
cept for the introduction of a new parameter B,
which is the fraction of the total number of calls
which require protection. We used the Average
Call Acceptance Ratio (ACAR) as the measure of
performance. Firstly, we studied the increase in
ACAR with increasing groom factor, the results
of which are shown in Fig. 6(a) and Fig. 6(b).
Fig. 7(a) and Fig. 7(b) display similar increase
in ACAR with greater number of ports avail-
able. These results demonstrate the efficiency of
our heuristic as the ACAR clearly increases with
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increase in available network resources. This ef-
ficiency is derived from our policy of assigning a
connection to its “least-port-increase” route and
from the modified form of & shortest paths we
consider. The efficiency of our heuristic is further
substantiated by Fig. 8(a) and Fig. 8(b), which
show increase in ACAR with decrease in the frac-
tion of demands requiring protection. In all these
results, the ACAR obtained with our heuristic is
consistently higher than that achieved by MGP.
The attributes in which MGP differs from our
heuristic, the dynamic rerouting strategy we intro-
duced and segmented backup in place of end-to-
end backup, are clearly the factors behind this bet-
ter performance. However, to determine which of
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these features contributes more towards the better
performance, we compared the ACAR yielded by
MGP and our heuristic with that obtained by em-
ploying only rerouting (with end-to-end backup) or
only segmented backup. The results of these simu-
lations, shown in Fig. 9(a) and Fig. 9(b), clearly in-
dicate that the scheme of dynamic rerouting, never
considered before in the literature, which we have
proposed in this paper is the main cause for better
performance.

However, these results do not bring out the im-
provement in performance obtained due to the em-
ployment of the mixed groomer node architecture
instead of an OC-3 or OC-12 groomer alone. To
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Fig. 10. Higher ACAR obtained by using mixed groomer
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ascertain this, we conducted a couple more simula-
tions, in which we compared the ACAR obtained
with the mixed groomer with that obtained with
an OC-12 or OC-3 groomer alone. The results of
these simulations, in which the grooming heuristic
we propose in this paper was employed, are shown
in Fig. 10 and Fig. 11, respectively. As explained
in Section 2, the OC-12 groomer cannot groom
several OC-3s onto a single OC-12. This implies
that an OC-12 groomer can support only é of the
available capacity, which results in the low ACAR
as seen in Fig. 10(a) and Fig. 10(b). This also im-
plies that the performance obtained with an OC-12
groomer is independent of G, which also shows up
in these results. On the other hand, the reason for
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the low ACAR obtained when an OC-3 groomer
alone is employed (Fig. 11(a) and Fig. 11(b)) is
due to the absence of the mapper. In the mixed
groomer, the mapper multiplexes/demultiplexes
the add/drop traffic, and so, the number of ports
consumed on the OC-3 groomer by the add/drop
traffic is [ (Total add/drop traffic in terms of OC-
3s)/ G |. Whereas, when using an OC-3 groomer
alone, every add/drop OC-3 consumes one port
on the OC-3 groomer. With the limited number of
grooming ports available, this translates into lower
ACAR. Employing an OC-3 or OC-12 groomer
alone, one could get the same performance as that
obtained with the mixed-groomer, but at the cost
of greater number of groomer ports required or



greater number of wavelengths required, respec-
tively.

On the whole, the results in this section substan-
tiated the efficiency and improved performance of
both our groomer architecture as well as our heuris-
tic in comparison with existing groomer architec-
tures and grooming heuristics.

6. Conclusion

In this paper, we presented a novel node architec-
ture for traffic grooming in WDM optical networks.
The use of groomers at multiple granularities in our
mixed groomer node architecture makes it efficient
while the constraint on number of ports on the
lower-level groomer ensures its practical feasibility
and cost-effectiveness. We addressed the problem
of dynamic grooming with our node architecture
in a service-differentiated scenario. We suggested
a scheme for rerouting of connections dynamically
and showed that this when used in combination
with segmented backup employing backup-backup
multiplexing helps to increase the average call ac-
ceptance ratio significantly. Extensive simulation
results were provided to justify our claims.
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