
Pixel Labeling
EECS 442 ïDavid Fouhey

Winter 2023, University of Michigan
http://web.eecs.umich.edu/~fouhey/teaching/EECS442_W23/



Administrivia

ÅHW1/HW2 Logistic Snafus ïweôlllfix

ÅProject matching

ÅProject proposal ïpurely meant to help

ÅInfo on midterm up; will have review sessions 
announced later this week.
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Mental Model
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Function of the image that is parameterized 

by the convolutional filter weights and biases. 

We design the form of the function and fit the 

parameters to data.



Training a CNN

ÅDownload a big dataset

ÅInitialize network weights randomly

Åfor epoch in range(epochs):

ÅShuffle dataset

Åfor each minibatch in datsaet.:
ÅPut data on GPU

ÅCompute gradient with respect to loss

ÅUpdate gradient with SGD



Training a CNN from Scratch

Need to start w somewhere

ÅAlexNet: weights ~ Normal(0,0.01), bias = 1

ÅñXavierò initialization: Uniformȟ where n 

is the number of neurons

ÅñKaimingò initialization: Normal(0,ςȾὲ)

Take-home: important, but use defaults



Training a ConvNet

ÅConvnets typically have millions of parameters:
ÅAlexNet: 62 million

ÅVGG16: 138 million

ÅConvNeXt-L: 198M

ÅConvnets typically fit on ~1.2 million images

ÅRemember least squares: if we have fewer 
data points than parameters, weôre in trouble

ÅSolution: need regularization / more data



Training a CNN ïWeight Decay

◌◄ ◌◄ ‭
‬ὒ

‬◌◄
SGD 

Update

◌◄ ◌◄ –‭◌◄ ‭
‬ὒ

‬◌◄

+Weight

Decay

What does this remind you of?

Weight decay is similar to regularization but is not be the same 

for more complex optimization techniques.

See ñDecoupled Weight Decay Regularizationò, Loshchilov and Hutter.



Quick Quiz

Raise your hand if itôs a hippo

Horizontal 

Flip

Color

Jitter

Image 

Cropping



Training a CNN ïAugmentation

ÅApply transformations 
that donôt affect the 
output

ÅProduces more data 
but you have to be 
careful that it doesnôt 
change the meaning of 
the output



Training a CNN ïFine-tuning 

ÅWhat if you donôt have data? 



Fine-Tuning: Pre-trained Features

Convolutions that extract a 

1x1x4096 feature (Fixed/Frozen/Locked)
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1. Extract some layer from an existing network

2. Use as your new feature. 

3. Learn a linear model.

Surprisingly effective



Fine-Tuning: Transfer Learning 

ÅRather than initialize from random weights, 
initialize from some ñpre-trainedò model that 
does something else. 

ÅMost common model is trained on ImageNet.

ÅOther pretraining tasks exist but are less 
popular.



Fine-Tuning: Transfer Learning

Bau and Zhou et al. Network Dissection: Quantifying Interpretability of Deep Visual Representations. CVPR 2017.

Why should this work? 

Transferring from objects (dog) to scenes (waterfall)



Recommendations

Å<10K images: features

ÅAlways try fine-tuning

Å>100K images: consider trying from scratch



So Far
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Convert HxW image into a F-dimensional vector

Is this image a cat?

At what distance was this photo taken?

Is this image fake?



Now

H

W
C

CNN
H

W
F

Convert HxW image into a F-dimensional vector

Which pixels in this image are a cat? 

How far is each pixel away from the camera?

Which pixels of this image are fake?
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Semantic Segmentation
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Todayôs Running Example

Å Predict F-dimensional vector representing 

probability of each of F classes at every pixel

Å Loss computed/backpropôdat every pixel.



Semantic Segmentation

Input Label Input Label

Each pixel has label, inc. background , and 

Usually visualized by colors.

Note: donôt distinguish between object instances

Image Credit: Everingham et al. Pascal VOC 2012.



Semantic Segmentation

Input Label Input Label

ñSemanticò: a usually meaningless word and an 

indication that someone is trying to trick you. 

Meant to indicate here that weôre naming things.



Semantic Segmentation

Image Credit: Everingham et al. Pascal VOC 2012.
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Other Tasks ïDepth Prediction

Input HxWx3

RGB Image

Result credit: Eigen and Fergus, ICCV 2015

Output HxWx1

Depth Image
True HxWx1

Depth Image

Instead: give label of depthmap, train network to do 

regression (e.g., ᾀ ᾀ where ᾀis the ground-truth 

and ᾀthe prediction of the network at pixel i).



Other Tasks ïSurface Normals

NormalsColor Image
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Image credit: NYU Dataset, Silberman et al.  ECCV 2012



Surface Normals

Input: HxWx3 

RGB Image

Output: HxWx3

Normals

Instead: train normal network to minimize ▪ ▪
where ▪ is ground-truth and ▪ prediction at pixel i.

Result credit: X. Wang, D. Fouhey, A. Gupta, Designing Deep Networks for Surface Normal Estimation. CVPR 2014



3D Reconstruction

Result credit: N. Kulkarni, J. Johnson, D.F. Fouhey, �:�K�D�W�¶�V���%�H�K�L�Q�G���7�K�H���&�R�X�F�K�����'�L�U�H�F�W�H�G���5�D�\���'�L�V�W�D�Q�F�H���)�X�Q�F�W�L�R�Q�V���I�R�U��
3D Reconstruction.  ???, 2022.


