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ABSTRACT 
Image noise in digital breast tomosynthesis (DBT) reduces the detectability of subtle signs of breast cancer such as 
microcalcifications (MC). This study investigated the potential of applying DNGAN, our previously developed deep 
convolutional neural network (CNN) DBT denoiser, to different reconstruction stages to improve the image quality, 
including projection views before reconstruction, intermediate images during iterative reconstruction, or final 
reconstructed images, and a combination of the different stages of denoising. We also proposed two CNNs as task-based 
image quality measures to compare different reconstructions: a CNN noise estimator (CNN-NE) trained to evaluate the 
noise level of a given DBT image, and a CNN MC classifier (CNN-MC) trained to estimate the detectability of MCs by 
classifying clustered MCs from MC-free backgrounds. The CNN-NE was trained with virtual DBTs reconstructed from 
projections generated by the VICTRE tool over a wide range of noise levels. The CNN-MC was trained with human 
subject DBTs. We adopted the training strategy of transfer learning to train CNN-NE and CNN-MC due to the limited 
training data. We found that the increase in AUC estimated by the CNN-MC classifier correlated well with the decrease 
in image noise by DNGAN estimated by CNN-NE on an independent human subject test set. A combination of 
DNGAN-regularized plug-and-play reconstruction and an additional DNGAN post-reconstruction denoising achieved 
the lowest noise level and the best MC detectability. The AUC and noise rankings from the CNNs matched our visual 
judgement that less noisy images had better MC conspicuity. 
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1 INTRODUCTION 
Digital breast tomosynthesis (DBT) is a low-dose breast imaging technique for both breast cancer screening and 
diagnosis [1]. Due to its low exposure and multiple projection acquisition, the image noise is high and subtle signs of 
early breast cancer such as microcalcifications (MC) are not easily visible. We previously developed a deep 
convolutional neural network (CNN), which we called DNGAN, for denoising reconstructed DBT images [2]. It reduced 
image noise and preserved subtle MCs and breast tissue texture. We have also shown that DNGAN could be applied not 
only to reconstructed DBT images, but also to projection views (PVs) before reconstruction [3] or to intermediate 
reconstructed images in iterative algorithms as a regularizer [4]. In this work, we investigated these denoising or 
reconstruction methods, or a combination of them, and compared their image quality.  

For the comparison of DBT images, it is important to characterize image features that may affect the diagnosis of breast 
cancer. In this study, we focused on two DBT image features: noise level and MC detectability, and their relationship. 
We proposed two CNNs to provide task-based assessments. The first was a CNN noise estimator (CNN-NE) to evaluate 
the noise level of a given DBT image. The second was a CNN MC classifier (CNN-MC) to estimate the detectability of 
MCs by classifying clustered MCs from MC-free backgrounds. We investigated the potential of using the two CNNs as 
surrogates of image quality measures to compare different DBTs and to guide the development of the reconstruction and 
denoising methods.  
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2 METHODS AND MATERIALS  

2.1 DBT Reconstruction with DNGAN Denoising 

We trained the DNGANs with digital breast phantom data. The training details can be found in [2]. The data set 
consisted of 70 virtual DBT scans generated by the VICTRE package [5] simulating a variety of breast densities, 
thicknesses, and x-ray exposure conditions. For the DNGAN applied to reconstructed DBT images, the DBT volumes 
were reconstructed using 3 iterations of simultaneous algebraic reconstruction technique (SART). For the DNGANs 
applied to PVs, we used similar training techniques and the same data set as described above but used PVs before 
reconstruction as input images.  

To use DNGAN for regularization, we followed the plug-and-play (PnP) reconstruction framework [6]. The updates of 
the image variable 𝑥𝑥 and the auxiliary variable 𝑧𝑧 can be written as  

 𝑥𝑥𝑛𝑛 = argmin
𝑥𝑥

1
2
‖𝑦𝑦 − 𝐴𝐴𝐴𝐴‖2 +

𝛽𝛽
2
‖𝑥𝑥 − 𝑧𝑧𝑛𝑛−1‖2 (1) 

 𝑧𝑧𝑛𝑛 = 𝐷𝐷(𝑥𝑥𝑛𝑛) (2) 

Where 𝛽𝛽 is the regularization parameter, 𝐷𝐷(⋅) is the plugged-in trained DNGAN denoiser, 𝑦𝑦 is the PV, 𝐴𝐴 is the system 
matrix, and 𝑛𝑛 is the iteration index. We ignored the PnP Lagrangian multiplier for simplicity. We applied one iteration of 
preconditioned gradient descent to the minimization problem in (1).  

2.2 Task-based Image Quality Measures using CNN 

The training sets for the CNN-NE and CNN-MC models were prepared as follows. The CNN-NE was trained with 
VICTRE-simulated data. We used the same set of virtual DBT images as that used for DNGAN training and extracted 
256,194 128×128-pixel patches as input images. The labels were the standard deviations of patch pixel values after 
background reduction [7]. The CNN-MC was trained with human subject data previously collected with IRB approval. 
We collected 127 DBT views from 64 patients with biopsy-proven MCs [8]. We extracted 751 128×128×3-pixel patches 
with clustered MCs (6,008 after flipping and rotation augmentations) and 19,079 MC-free patches, and took maximum 
intensity projection (MIP) over 3 consecutive slices along the depth dimension for all patches to emphasize MC clusters, 
if any. We employed four-fold cross validation to select the training hyper-parameters and then trained the final model 
using the entire training set and the selected parameters.  

An independent set of 52 human subject DBTs with 104 views was collected as a test set [8]. To test the CNN-NE, we 
extracted 1,955 MC-free patches and took the average of the CNN-NE outputs on these patches as an indicator of the 
noise level of the entire test set. To test the CNN-MC, we extracted 709 MC patches as positives and 1,955 MC-free 
patches from the same locations for CNN-NE as negatives and obtained MIP over 3 slices for all patches. The area under 
the receiver operating characteristic (ROC) curve (AUC) of the CNN-MC classification was used as an MC detectability 
measure.   

Observing that the amount of CNN-MC data was relatively small for training a typical deep network, we adopted the 
training strategy of transfer learning, in which the weights that a model has learned from a source task in a different 
domain or similar domain are transferred as initial weights to train the model for the target task. Transfer learning could 
improve the model robustness when the training data was limited [9]. Specifically, for this study we first trained the 
CNN-NE model from scratch. Then, the CNN-NE model was further fine-tuned with a smaller learning rate to obtain the 
CNN-MC model.  

We used the ResNet [10] as the backbone network structure of CNN-NE and CNN-MC. The CNN-MC was retrained for 
each image condition and tested accordingly. We also repeated the training for each condition 5 times, each with a 
different random initialization for training the CNN-NE, to account for the training uncertainties. The mean and standard 
deviation of the results from the 5 repeats during deployment were reported.  
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3 RESULTS 
We compared a number of reconstruction schemes in this study, as shown in Table 1. They included SART at different 
iterations, SART with PVs denoised by DNGAN, DNGAN-regularized PnP with different 𝛽𝛽 values, and PnP followed 
by DNGAN post-reconstruction denoising. Figure 1 plots the AUCs of the CNN-MC classification performance versus 
CNN-NE estimated noise levels for the different reconstructions deployed on the independent human subject test set. 
Figure 2 shows examples of MIP patches with clustered MCs and MC-free background from test cases.  

Table 1. Configurations of reconstruction methods for image quality comparison. 

Label Description 
(a) SART iteration 2 
(b) SART iteration 3 
(c)  DNGAN PV denoised SART iteration 3 
(d)  DNGAN-regularized PnP iteration 3 with 𝛽𝛽 = 20 
(e)  DNGAN-regularized PnP iteration 3 with 𝛽𝛽 = 100 
(f)  DNGAN-regularized PnP iteration 3 with 𝛽𝛽 = 200 
(g)  DNGAN-regularized PnP iteration 3 with 𝛽𝛽 = 20 and DNGAN post-reconstruction denoising 

 

 

Figure 1. AUCs of CNN-MC classification versus CNN-NE estimated noise levels on the independent test set of 
human subject DBTs for the reconstruction schemes in Table 1. The vertical error bars indicate one standard 
deviation estimated from the 5 repeated CNN-MC models. The error bars for the estimated noise levels 
were two orders of magnitude smaller than the mean values. 

Overall, lower image noise levels were correlated with higher AUCs. In addition, the CNN-MC was sensitive to the 
signal strength of the MCs.  More iterations of the unregularized SART reconstruction accumulated noise and lowered 
the AUC, as shown by (a) and (b) for iterations 2 and 3, respectively. SART with DNGAN PV denoising before 
reconstruction reduced image noise but smoothed out some subtle MCs, thus lowering the AUC, as shown by (c) in 
comparison to (b). DNGAN-regularized PnP reconstructions had stronger signal enhancement and therefore higher 
AUCs compared with other reconstructions at the same noise level, such as between (c) and (e), or between (a) and (d). 
DNGAN-regularized PnP with the additional DNGAN post-reconstruction denoising, shown as (g), had the lowest noise 
level and the highest MC detectability among those studied. The improvement can also be clearly seen in the example 
patches in Figure 2. The AUC and noise rankings from the task-based CNN quality measures matched our visual 
judgement on the images.  
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Figure 2. Example MIP patches with clustered MCs and MC-free background from the human subject test set for 
different reconstructions. The labels (a) to (g) are defined in Table 1.  

Finally, we did a visual quality check on the spiculated masses. Figure 3 shows the example images of a spiculated mass 
from the human subject DBT for selected reconstruction schemes. The example images were ordered by decreasing 
noise. Among the conditions being compared, (g) was the best in terms of noise and the appearance of spiculations and 
tissue structures. It was also free of artifact as opposed to the patchy appearance that often occurs in conventional model-
based reconstructed images. 

(b) (d) (c) (f) (g) 

     
Figure 3. Example images of a spiculated mass from a human subject DBT for selected reconstruction schemes. The 

images are 20 mm × 20 mm in size and are ordered by decreasing noise.  

4 CONCLUSION 
This work presents promising results of training CNNs for task-based image noise and MC detectability assessments. 
The CNN-MC can distinguish MC clusters from noisy image background and the performance correlated well with the 
noise level estimated by the CNN-NE, which may be useful for guiding the development of imaging, reconstruction and 
image processing techniques. The MC detectability estimated by the CNN-MC takes into account the MCs as a cluster, 
which is different from the conventional signal detectability d’ models that focus on individual microcalcifications.  

In this study, we used the CNN-based image quality measures to compare the application of DNGAN denoising to 
different DBT reconstruction stages, either on PVs before reconstruction, intermediate reconstructed images, or final 
reconstructed outputs. The CNN measures indicated that the DNGAN reduced the image noise and improved the AUC 
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of MC classification on an independent human subject test set. A combination of DNGAN-regularized PnP 
reconstruction and DNGAN post-reconstruction denoising achieved the lowest noise level and the best MC detectability. 
Future work includes continued improvement of the DBT reconstruction techniques, conducting observer studies to 
confirm the effectiveness of DNGAN, and validating the correlation between CNN-NE/CNN-MC rankings and human 
detection.  
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