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The expectation−maximization (EM) algorithm for maximum likelihood image 
recovery converges very slowly. Thus, the ordered subsets EM (OS−EM) 
algorithm has been widely used in image reconstruction for tomography due to 
an order−of−magnitude acceleration over the EM algorithm [1]. However, OS−
EM is not guaranteed to converge. The recently proposed ordered subsets, 
separable paraboloidal surrogates (OS−SPS) algorithm with relaxation has been 
shown to converge to the optimal point while providing fast convergence [2]. In 
this paper, we develop a relaxed OS−SPS algorithm for image restoration [3]. 
Because data acquisition is different in image restoration than in tomography, 
we adapt a different strategy for choosing subsets in image restoration which 
uses pixel location rather than projection angles. Simulation results show that 
the order−of−magnitude acceleration of the relaxed OS−SPS algorithm can be 
achieved in image restoration. 

Subset Design
�Good� Choices for 4 subsets (satisfy �subset−balance�−like conditions)

�Bad� Choices for 4 subsets (violate �subset−balance�−like conditions)

Measurement Model for Confocal Microscopy:
 

     A = System matrix which is assumed to be known

 x = Unknown image to be estimated
   bi= Background noise and dark current

Objective Function:
 b = Regularization parameter

Log−Likelihood Function:

       where    
 

       and

Penalty Function:

 y = Potential function
     C = Penalty matrix (first−order neighborhood: horizontal & vertical cliques)

Goal:       
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Measurement Model

Conclusion
We demonstrated that the relaxed OS−SPS algorithm, 
conventionally used for tomography, can be adapted to use in 
image restoration by choosing appropriate subsets. Essentially, 
we based this choice on the pixel location. Similarly to 
tomography, we are able to achieve the order−of−magnitude 
acceleration over the nonrelaxed version algorithm.

Fast

Fast

Fast

Slow

Rate

Yes

No

No

Yes

Converge

Convergence

NoYes
Relaxed
OS−SPS

NoYesOS−SPS

NoYesOS−EM

YesYesEM

Image 
Restoration

Image 
Reconstruction

Algorithm
s

The Algorithms

( ) ( ) ( )∑ ∑
= ∈

−=Φ
M

m

f

Si
ii

m

m

xR
M

lhx
1 444 3444 21

β

�Subset−Balance�−like Conditions:
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 OS Technique −− Decompose the objective function in sub−objective functions  
fm

OS−SPS Algorithm

Relaxed OS−SPS Algorithm
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M = Number of subsets
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Thus

dj = Precomputed curvature of the likelihood function
pj = Precomputed curvature of the penalty function

an = Positive relaxation parameter, ∞<∞= ∑∑
n

n
n

n
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Original Image Degraded Image Restored Image

Simulation Results
Simulated Data: A 256x256 cell image was degraded by 

  a 15x15 xz confocal PSF and Poisson Noise

Restoration: � Perform relaxed OS−SPS (8 subsets) for 50 iterations

               � Relaxation parameter 

               � Nonquadratic penalty 
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