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Abstract—To the first order, the localization precision and
angular resolution of a cylindrical, time-encoded imaging (c-TEI)
system is governed by the geometry of the system. Improving
either measure requires increasing the mask radius or decreasing
the detector diameter, both of which are undesirable. We propose
an alternative option of repositioning the detector within the
mask to increase the detector-to-mask distance in the direction
of a source, thereby improving the localization precision and
angular resolution in that direction. Since the detector-to-mask
distance only increases for a small portion of the field of view
(FOV), we propose implementing adaptive imaging where one
leverages data collected during the measurement to optimize
the system configuration. This article utilizes both simulations
and experiments to set upper bounds on the potential gain from
adaptive detector movements for one and two sources in the FOV.
When only one source is present, adaptive detector movements
can improve the localization precision and angular resolution by
20% for a source at 90 cm and by 32% for a far-field source.
When two sources are present, adaptive detector movements
can improve localization precision and angular resolution by
up to 50% for sources that are ~10° apart (90 cm from
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the system). We experimentally verify these results through
maximum likelihood estimation of the source position(s) and
image reconstruction of point sources that are close together.
As a demonstration of an adaptive imaging algorithm, we image
a complex arrangement of special nuclear material at the Zero
Power Physics Reactor facility at Idaho National Laboratory.

Index Terms— Adaptive imaging, angular resolution, cylindri-
cal time-encoded imaging (c-TEI), fast neutron imaging, gamma-
ray imaging, source localization.

I. INTRODUCTION

NCERTAINTY when estimating the location of a source,

that is, localization precision, and angular resolution are
important performance measures when designing an imaging
system for many nuclear nonproliferation and international
safeguards applications. For example, high localization pre-
cision is valuable when localizing lost or hidden nuclear
material [1], [2]. In the context of warhead counting, high
angular resolution is necessary to separate and count multiple
warheads on a missile and may aid in verifying the extent of
the warheads [3]-[5].

Due to their relative simplicity and low cost, there is
growing interest in using cylindrical, time-encoded imaging
(c-TEI) systems for these applications [6]-[10]. The focus
of this work is on improving the localization precision and
angular resolution of c-TEI systems to make them better suited
for these types of applications.

A. Cylindrical, Time-Encoded Imaging

A conventional c-TEI system consists of a nonposition-
sensitive detector placed at the center of a rotating, cylindrical,
coded mask. As the mask rotates, the intervening material
between the detector and the source changes and temporally
encodes the source distribution into the count rate observed by
the detector. One can use this time-dependent data alongside
the orientation and design of the mask to reconstruct the source
scene.

Practically speaking, improving localization precision and
angular resolution in a conventional c-TEI system requires
either increasing the mask radius or reducing the detector
size. Design parameters such as the width of a unit mask
element or the mask pattern also play an important role, but
since the width of a unit mask element is usually chosen
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based on the detector size [10] and the pattern based on
its periodic auto-correlation function [11], they are usually
not manipulated to improve localization precision and angular
resolution.

Localization precision depends on the difference in
responses between the true source location and its nearby
neighbors [12]. When the detector is centered, this dependence
translates to the sharpness of open-to-closed (or closed-to-
open) mask element transitions. For the same mask pattern,
increasing the mask radius or reducing the detector size makes
those transitions sharper [8] and thus improves localization
precision. With respect to angular resolution, to the first order,
two sources are deemed resolvable if they are separated by
the angular width of a unit mask element. Thus, the angu-
lar resolution changes with mask radius and detector size.
Practically, changing either parameter is undesirable since
increasing the mask radius can make the system unwieldy in
terms of physical size and reducing the detector size decreases
efficiency.

As an alternative to these options, we propose repositioning
the detector within the surrounding mask to achieve better
localization precision and angular resolution for a limited field-
of-view (FOV). As shown in Fig. 1, when the detector is
repositioned from the center of the mask (D.) to an off-center
position (D,), the detector-to-mask distance increases along
the axis pointing from the center of the detector to the center
of the mask. We refer to this axis as the imaging axis. This
increase in detector-to-mask distance results in sharper mask
element transitions and decreases the angular separation at
which two sources are separated by the width of a unit mask
element (6, < 6.), thus both localization precision and angular
resolution improve.

Since the detector-to-mask distance does not increase in all
directions, the localization precision and angular resolution
for sources that are not close to the imaging axis may be
worse than in the conventional, detector-centered case. Thus,
the optimal detector position depends on the source location
which may not be known prior to the experiment. To address
this problem, we propose implementing adaptive imaging.

B. Adaptive Imaging

As shown in Fig. 2, in adaptive imaging, an imaging
system or data acquisition protocol is modified during the
measurement based on collected data. For example, given that
the user has no prior information, a c-TEI system first collects
a scout scan with the detector at the center and uses that
information to estimate relevant parameters such as the source
location and intensity. Next, a planning algorithm predicts the
performance of the system for the possible detector positions
and repositions the detector to maximize performance for
some or all of the sources hypothesized to be present. The
system then collects another revolution of data and the cycle
repeats until the user intervenes or a termination condition,
such as elapsed time, ends the cycle. With adaptive imaging,
the system can reposition the detector to any position inside the
mask and improve its performance based on the hypothesized
source scene.

. Po(d, 279‘), Mask

\ ===

/

\ ’
S ’
N s
N e
~ -

~-_ _ -~ “Source Radius

Fig. 1. Top-down view of a c-TEI system with a centered detector (D)
and an off-center detector (D,). An exaggerated closed unit mask element is
shown at # = 90° as a solid arc at a mask radius of r,. By repositioning
the detector from D, to D,, the detector-to-mask distance increases along the
imaging axis. This increase in the detector-to-mask distance results in sharper
mask element transitions and decreases the angular separation at which two
sources are separated by the width of a unit mask element (6, < 6), thus
both localization precision and angular resolution improve for sources near
the imaging axis.

Adaptive imaging is an active area of research in astron-
omy [13], [14], medical imaging [15]-[20], and emergency
response [21], [22]. Within terrestrial nuclear imaging, Willcox
et al. [23] investigated the value of adaptively orienting a
rotating modulation collimator to position a source in the
highest performance region of the FOV. Their results show
higher quality reconstructions when imaging a single point
source. Additionally, Fitzgerald et al. [24] built a liquid spatial
coded aperture (SCA) system where the mask pattern is
controlled by automated plungers filled with liquid metal such
that the mask pattern can be changed at any time during
measurement. They found that reconstructions made using
sequences of random masks have greater a signal-to-noise ratio
(SNR) than those made using traditional mask patterns. We are
unaware of any previous work on adaptive imaging with c-TEI
systems.

C. Defining the Problem

Since there are numerous adaptive imaging schemes that
could be implemented, this article focuses on setting an
upper bound on the potential improvement to localiza-
tion precision and angular resolution from adaptive detector
movements. To establish this upper bound, we conduct a
clairvoyant analysis. By clairvoyant, we mean that all of
the model parameters, such as the number of sources, are
known beforehand so that there is no added uncertainty
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Fig. 2. Adaptive imaging flowchart.
from detection and estimation. We consider the following
scenarios:

1) one point source and
2) two point sources at various separations and differing
emission intensities.

For each scenario, we find the detector position that max-
imizes the improvement in localization precision and angular
resolution relative to the centered case. We also consider the
additional benefit from combining data from two off-center
detector positions instead of just one off-center detector posi-
tion. Most of the analysis is done using simulations, but we use
experimental data to verify the methodology and demonstrate
the improved localization precision and angular resolution.

Section II describes the MATADOR imaging system that
we built to test and verify these concepts. Section III provides
some necessary nomenclature for the clairvoyant analysis and
introduces the objective functions used to find the optimal
detector positions. Section IV presents the benefit of collecting
data at one off-center detector position for one point source
and Section V presents the same for two point sources.
Section VI discusses the value of combining data from two oft-
center detector positions for both one and two point sources.
Finally, Section VII presents a demonstration of these tech-
niques on a complex arrangement of special nuclear material
at the zero power physics reactor (ZPPR) facility at Idaho
National Laboratory (INL).

II. MATADOR IMAGING SYSTEM

The MATADOR imaging system is a 1-D, dual-particle,
adaptive c-TEI system. The design for MATADOR is very
similar to the c-TEI system described in [8], thus this section
only provides a brief overview of the system shown in Fig. 3.

MATADOR utilizes a dual-layer mask and two nonposition-
sensitive detectors to image both gamma rays and fast neu-
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Fig. 3. Photograph of the MATADOR imaging system.

trons. To modulate gamma rays, the inner layer of the mask is
made of 0.635 cm of tungsten, and to modulate fast neutrons,
the outer layer is made of 6 cm of high-density polyethylene.
Both mask layers are arranged in a uniformly redundant array
pattern with 35 elements, thus the angular width of an element
is ~10.3° [11]. The outer radius of the mask is 25.7 cm, and
MATADOR can collect a full revolution of data in 90 s.

To detect both particles, MATADOR utilizes two detectors:
a 1” Cs,LiLa(Br, Cl)g (CLLBC) detector [25] to detect gamma
rays and a 2” stilbene detector [26] to detect fast neutrons. One
could also use the gamma rays detected by the stilbene detector
to reconstruct gamma-ray images but the lack of photopeaks
would increase the background. Thus, we prefer to use the
CLLBC data for gamma-ray reconstructions. Except for the
content in Section VII, all of the analysis and results in this
article are for fast neutrons detected with the stilbene detector.
The demonstration in Section VII uses gamma-ray data from
the CLLBC detector.

The two detectors hang from an x—y linear stage such that
the detectors can move to any position inside the mask. Notice
in Fig. 3 that the detectors are fixed along the z-axis such that
they cannot move independently. Although the detector assem-
bly can move to any position inside the mask (£100 xm),
for simplicity, we only allow the assembly to move to the
145 positions shown in Fig. 4. Note that the detector can only
move up to 12 cm from the center of the system.

A. Image Reconstruction

We use the following imaging model:
y=Ax+b Ot 1)

where 7y is the expected observation vector, A is the system
response found using ray tracing [8], [27], x is the image, b is
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Fig. 4. Candidate detector positions are organized in concentric rings and
position numbers are assigned counterclockwise from the outer most ring
starting at (12 cm, 0°) and then moving in. Note that there are more candidate
detector positions in the outer rings than in the inner ones and position number
145 represents a detector at the center of the mask.

the unmodulated intensity, © is element-wise multiplication,
and ¢ is the measurement time per bin. The unmodulated
component is a result of natural background and source scatter
from the mask, environment, and detector. We assume that b is
constant as a function of mask rotation angle but may change
as a function of detector position. Similarly, ¢ is held constant
as a function of mask rotation but may change with detector
position.

To reconstruct images, we use maximum likelihood expec-
tation maximization (MLEM) [28]. During image reconstruc-
tion, we treat b as another element of x and add response
columns (one for each detector position) to A as constant,
unmodulated background. We initialize MLEM as

)= ZNol "
i=1 i
where £° is the initial guess for x and Np is the number
of observations. We terminate MLEM when the normalized
root mean squared error (NRMSE) between the observation
vector and the forward projection is nearly constant. NRMSE
is defined as

)

—k 112
ly =515
—k |12
151
where y is the measured data and y* is the forward projection
from the MLEM reconstruction at kth iteration.

NRMSE; = (3)

III. SETUP FOR THE CLAIRVOYANT ANALYSIS

For use in an adaptive imaging algorithm, we need measures
for localization precision and angular resolution that are both

computationally inexpensive so that they can be evaluated on-
the-fly during the planning step and broadly applicable so
that they can be used in scenarios with multiple sources of
differing relative intensities. Additionally, our interest is not in
measuring the absolute performance of the system but rather in
measuring the change in performance from repositioning the
detector. To that end, this section provides some nomenclature
and definitions.

Assume that there are S sources in the FOV and the imaging
system has collected full revolutions of data at D detector
positions. For each source, there are two model parameters:
the intensity of the sth source (a,) and the azimuthal position
of the sth source (¢;). We treat the radial position of all sources
as fixed at 90 cm from the center of the mask. Let

1) « be the vector of source intensities: o = [at1, - -+ , a5]”;

2) ¢ be the vector of azimuthal source positions: ¢ =
[f1, -, 51"

3) ¥, be the parameter vector for the sth source: #; =
[ay, ¢517; and

4) ¥5 be the parameter vector for S sources: ¥y =
[,ﬂ,... ,,9ST]T_

Since data were collected at D detector positions, let by be
a vector of unmodulated intensities. Thus, there are a total of
(2S + D) model parameters: ¥ = [19§, b{,]T. As part of the
clairvoyant analysis, we use the true values of # to measure the
localization precision and angular resolution of the different
system configurations.

For the clairvoyant analysis, the absolute values of o and
bp are not important, only the relative values are. We define
source-to-background ratio (S:B) as the count rate observed
from a fully open region of the mask divided by the unmodu-
lated intensity. Thus, we define b using a unit value for & and
a predefined S:B ratio. Previous experimental work has shown
that for a Cf-252 source 90 cm from the system, the S:B ratio
is constant at 2.2:1 for all detector positions [27].

A. Measuring Localization Precision and Angular Resolution

Localization precision and angular resolution are distinct
but related metrics for an imaging system [29]. Localization
precision is the uncertainty when estimating the location of a
source, whereas angular resolution is the ability to resolve
details in the image, that is, to resolve point sources that
are close together. From an information-theoretic perspective,
the variance of an unbiased estimate of the location of a source
is asymptotically bounded by the Cramér-Rao lower bound
(CRLB) [30] (see Appendix A for more details on the CRLB).
Thus, we define localization precision as the square root of the
CRLB of the source position

oy, (%, A) = JCRLB(#, A)[ 1, 14,] 4)

where o4 is the localization precision of the system for a
source at ¢, ¥ are the true values of the model parameters,
and [y , I ] are the indexes of the sth source position (¢;)
in ¥#. Note that (4) is a statistical measure in that it accounts
for the Poisson nature of the observations and accordingly
changes as a function of measured counts, that is, changes
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with the mask design, detector sensitivity, source scene, and
measurement time.

There are many methods to measure the angular resolution
of a system [31]. One common method uses hypothesis testing
to determine whether one or two point sources are present.
Under simplifying assumptions, Liu and Nehorai [32] show
that the angular resolution limit of a system is asymptotically
proportional to \/CRLB[/y , Iy ]. Additionally, such a propor-
tional relationship has been assumed by many researchers in
varying contexts (see references in [33]). Thus, we define the
angular resolution of a system at ¢, as directly proportional
to the localization precision of the system at ¢

ARy, (8, A) = Aoy, 5)

where ARy is the angular resolution of the system at ¢y,
A is an arbitrary proportionality constant, and oy is the
localization precision at ¢;. We assume that 1 is constant
for all detector positions and sources in the FOV. Since (4)
and (5) only differ by a proportionality constant, they are
equivalent on a relative change basis. Thus, the results in
the following sections apply to both localization precision and
angular resolution even though they are different performance
measures. For ease of reading, the results are interpreted
from the perspective of source localization. To interpret the
results from the perspective of angular resolution, one can
imagine two equal-intensity point sources near ¢; instead of
one point source at ¢. From this point onward, we refer to
both localization precision and angular resolution collectively
as performance.

B. One Point Source

To optimize performance when there is one point source in
the FOV, we define the objective function (y) as

O'¢(1’, A) )
9 = T 9 A
l//( 5 A) (1 O-(/;(ﬂa AD((],O))

where y is dependent on the model parameters (##), the can-
didate system response (A), and the system response for the
conventional, detector-centered, c-TEI system (A p(,0)).

We refer to (6) as the performance gain. The system
response that maximizes the performance gain is

Amax = arg max y (¢, A) @)
AeA

where A is the set of system response matrices for each of the
145 candidate detector positions.

(6)

C. Multiple Point Sources

When considering multiple point sources, we define the
objective  as

U(og(d, A)) ) ®

#A) =1~
y (@, A) ( U(og(?, Ap,0))

where U (0 4(#, A)) is the quadrature sum of the localization
precision for each source

Uloy(. A)) = ©)

We refer to (8) as the quadrature-sum performance gain.
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Fig. 5. Performance gain as a function of detector position for one point
source centered at (90 cm, 0°). The black dots are the candidate detector
positions and the red dot represents the detector position that maximizes the
performance gain. The contour lines have the same values as the tick marks
on the color bar and the values between detectors positions are interpolated.

D. Two Detector Positions

For all of the scenarios considered here, we also investigate
the benefit of combining data from two off-center detector
positions instead of just one off-center detector position. In this
case, we must optimize over all possible pairs of detector
positions and the relative time spent at each position. Let T be
a vector of D relative measurement times. Then, the candidate
system response for two detector positions is

A =[11A], ©A}] (10)

where Ap, is the system response for the dth detector position
and 7, is a fraction of the total measurement time. The two
detector position optimization problem is

Amax = arg max y (9, A). (11)

Ap,, Ap, €A

ZJD:I =1
For simplicity, we constrain 7z, to discrete values ranging from
10% to 90% every 10%. All optimizations were done by
exhaustive search.

IV. ONE POINT SOURCE

We start with the simplest case of one point source at
(90 cm, 0°). Fig. 5 shows the performance gain (6), predicted
by the clairvoyant analysis as a function of detector position.
As one would expect, the gain is maximized at (12 cm, 180°)
which is the detector position that maximizes the detector-to-
mask distance away from the source. The clairvoyant analysis
predicts that repositioning the detector provides 20% better
performance compared to the conventional case. On the other
hand, if the detector position is poorly chosen, the performance
loss can be up to 80%.

This effect is also evident in Fig. 6 which maps the
performance gain as a function of source position for a fixed
detector at (6 cm, 180°) or (12 cm, 180°). Observe that as
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Fig. 6. Performance gain as a function of source position for three detector
positions.

the detector moves further off-center, the performance gain
increases but the region of improved performance decreases.
At the furthest off-center position, performance only improves
for sources that are <50° of the imaging axis. Additionally,
there is only significant gain (>15%) within £25° of the
imaging axis.

A. Experimental Verification

We experimentally verify these results in two ways. First,
we verify that the localization precision of the system improves
by creating a histogram of source position maximum likeli-
hood estimate (MLE) (qASML) for both cases and comparing
the standard deviations of the histograms. Since the max-
imum likelihood (ML) solution is asymptotically unbiased
and asymptotically efficient [30], the MLE distributions also
serve as a verification of the CRLB calculation. Second,
we qualitatively verify that the angular resolution improves
by reconstructing images of two equal-intensity point sources
that are close together.

For the localization precision verification, we use fast-
neutron data from a 1.85 mCi Cf-252 source placed at
(90 cm, 178°) and measured for 90 s. The conventional case
uses data collected when the detector was at the center of the
mask and the clairvoyant adaptive case uses data collected
when the detector was at (12 cm, 0°). To make the $ML
histograms, we create 10000 replicates of the experimental
data as if the source was 1% the original source strength and
estimate <2>ML for each replicate. Fig. 7 shows the resulting
histograms for both cases. Based on the Gaussian fits, the stan-
dard deviation of the histogram from the clairvoyant adaptive
case is 17.7% narrower than the conventional case. This result
is in line with the prediction from the clairvoyant analysis
(Fig. 5).

For the angular resolution verification, we combine fast-
neutron data from two sequential measurements. In the first
measurement, a 1.85 mCi Cf-252 source was placed at
(90 cm, 175°) and in the second, the same source was placed

415

1 — . L . .
gonvcntlonal i *‘\ ——-- Conventional
C',, = 490 counts I i- ____ Adaptive
Std. Dev. = 0.60° #oe
= 087 VORLE = 0.6 . 1
2 06 T
= 0.6 L ! i ]
= Adaptive e i
- ', = 410 counts e ‘b
Q Std. Dev. = 0.50° I 1
= 04+ VORLB = 0.51° T ol 1
= Exp. Gain: 17.7% f’ v‘
= Clair. Gain: 20.0% ¥ | \
Z02t ) ¥ ]
' \4
i LAY
/ e
./ L4 \.\.
0 , P . LY .
-4 -2 0 2 4

Shifted Source Azimuthal Position - ML Estimate [deg]

Fig. 7. Normalized and shifted histograms of @y created from 10000 repli-
cates of experimental data. The source is at (90 cm, 178°) and the clairvoyant
adaptive case uses data collected at (12 cm, 0°). The dashed lines represent
a Gaussian fit and the dots are the bin centers of the histogram.

at (90 cm, 185°). Data were collected at each off-center
detector position in Fig. 4 for 90 s. For the conventional case
reconstructions, we use 90 s of data when the detector was
centered, and for the clairvoyant adaptive case, we use 90 s
of data when the detector was at (12 cm, 0°).

Fig. 8(a) and (b) shows the two-source MLEM reconstruc-
tions under the conventional and clairvoyant adaptive cases.
In the conventional case, the two sources are not resolved after
75 iterations, whereas in the clairvoyant adaptive case, the two
sources are clearly resolved. These verifications provide confi-
dence that the performance gains predicted by the clairvoyant
analysis are experimentally achievable if the source scene is
known beforehand. The experiments show that collecting data
at the optimal off-center detector position improves both the
localization precision and the angular resolution of the system.

B. Generalizing to Other c-TEI Systems

Thus far, we have shown the performance gain from col-
lecting data at one off-center detector position for sources that
are along the imaging axis and 90 cm from the MATADOR
system. This section generalizes the results to any detector
offset and radial position of the source using a geometric
measure for angular resolution gain.

As discussed earlier, two sources are deemed to be resolv-
able if they are separated by the angular width of a unit
mask element. As shown in Fig. 1, repositioning the detector
decreases the angular separation at which two sources are
separated by a unit mask element. We define the geometric
angular resolution gain as

0,
ARg=1- 2
Oc
where ARg is the geometric angular resolution gain and 6,
and 6, are defined in Fig. 1. Additionally, the detector offset
(d), the mask radius (r,), and the radial position of the source

(rs) are shown in Fig. 1 as well.

(12)
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Fig. 8.  Reconstructed images of two point sources at (90 cm, 175°)

and (90 cm, 185°). (a) Conventional c-TEI reconstruction. (b) Clairvoyant
adaptive c-TEI reconstruction with the detector at (12 c¢cm, 0°).

Fig. 9 plots the geometric gain as a function of the relative
radial position of the source (rs/ry) and the relative detector
offset (d /rm). For rp,, we use the outer mask radius. Notice that
as the source moves from the near-field to the far-field, the gain
increases. Additionally, as the relative detector offset increases,
the gain increases. All of the experiments in this article were
conducted at a relative radial position of 90 cm/25.7 cm =
3.5. Since MATADOR has a thick mask and a large detector,
the detector cannot physically move to ry. The maximum
relative detector offset for MATADOR is 12 c¢cm/25.7 cm =
0.47. The geometric gain for the MATADOR system (red
dashed line) shows good agreement with the performance gain
calculated using the CRLB (solid red line). For a far-field
source, the maximum geometric angular resolution gain for
the MATADOR system is ~32%. In contrast, an ideal system
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with a thin mask and a point detector has a maximum gain
of 50% since the detector can reach a larger relative offset.

V. Two POINT SOURCES

The previous section shows that adaptive detector move-
ments can improve performance for one point source but only
for a limited FOV. Sources that are not within that FOV
will suffer from worse performance. This section extends the
clairvoyant analysis to two point sources as a function of the
angular separation between the sources and their relative inten-
sity. We use (8) to measure the quadrature-sum performance
gain.

To map performance gain as a function of source separa-
tion and relative intensity, we simulate separations of 2° to
180° every 2° and vary the intensity ratios (aj:ay) of the
sources from equal intensity (5:5) to a large relative intensity
differences (9:1). For each case, we find the detector position
that maximizes (8) and record the quadrature-sum performance
gain. Fig. 10 shows the corresponding plot. Although perfor-
mance gain is a complex function of source separation and
relative intensity, Fig. 10 can be understood by considering
the optimal detector position for each source and the optimal
detector position based on the quadrature-sum performance
gain.

For each source, there exists a detector position that max-
imizes performance. When two sources are close together
(<20°), their respective optimal detector positions are also
close together. Thus, one detector position can maximize
the performance for each source regardless of their relative
intensity. This results in high quadrature-sum performance
gain at small source separations as demonstrated in Fig. 10.
Note that the maximum gain is ~50% which is significantly
larger than the ~20% gain in the one-source case. From
an estimation perspective, the greater the similarity between
the responses from two sources, the more difficult it is to
precisely estimate their positions. Repositioning the detector
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Fig. 10.  Quadrature-sum performance gain using one off-center detector

position for two point sources as a function of source separation and relative
intensity.

from the center to the optimal position has the dual effect
of reducing the similarity between ¢; (or ¢») and its nearby
neighbors and reducing the similarity between ¢; and ¢;.
Thus, the quadrature-sum gain is greater when there are
multiple sources that are close together than if there is only
one source. Note that even though the performance gain
from repositioning the detector is greater in the two-source
case compared to the one-source case, in absolute terms,
the performance is worse because more parameters must be
estimated from a similar set of observations.

If two sources are far apart, then the optimal detector
positions for each source are also far apart. This results in
a lower quadrature-sum performance gain since the detector
position that maximizes performance for one source results
in poor performance for the other (recall Fig. 6). If the two
sources have equal intensity, then the system must select a
detector position that compromises between the performance
for each source.

On the other hand, if there are large intensity differ-
ences between the sources, then the performance of the low-
intensity source dominates the quadrature-sum gain. In this
case, the system can select a detector position that achieves
the maximum gain for the weaker source without considering
the performance loss of the stronger source. Thus, the gain
increases as the relative difference in intensities increases.

Also evident from Fig. 10 is that the performance gain is
greatest when the two sources are 8° apart. Intuitively, one
would expect a separation of ~10° to lead to the greatest per-
formance gain. Recall from Section II that in the MATADOR
system, mask elements are ~10.3° wide. Thus, in an ideal
system (i.e., point detector, thin masks, and far-field sources),
if two sources are separated by ~10.3°, then they are likely to
experience mask element transitions at the same mask rotation
angle. These overlapping transitions make localization of the
two sources more difficult than if the sources were separated
by a greater or lesser amount. At the optimal detector position,
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clairvoyant adaptive cases. The clairvoyant adaptive case uses data collected
at (12 cm, 0°). The sources are at (90 cm, 175°) and (90 cm, 185°). The
dashed lines represent Gaussian fits and the dots are the bin centers of the
histogram.

the expected responses from the two sources change such
that the two responses do not have overlapping mask element
transitions, and the performance gain improves dramatically.
The difference between our intuition and the observation
in Fig. 10 may be the result of the nonideal (i.e., large detector,
thick masks, and near-field sources) scenarios studied here,
although more work is necessary to fully understand the result.

A. Experimental Verification

Similar to the one-source case, we experimentally ver-
ify these results through MLE of the source positions and
MLEM reconstruction. For the localization precision verifi-
cation, we use data from the two-source setup described in
Section IV-A. We create 1000 replicates of the experimental
data as if the sources were 1% of their original strengths and
estimate ¢ mr, and ¢, M. for each replicate. Fig. 11 shows the
resulting histograms for both sources and both cases. Using
the quadrature sum of the standard deviations of the Gaussian
fits, the gain is ~42%, in line with the prediction from the
clairvoyant analysis for equal-intensity point sources.

For the angular resolution verification, we reconstruct
images of two pairs of two point sources that are 10° apart.
The first pair of sources is centered at 153° and the second
is centered at 207°. We synthetically create this data by using
data from the two measurements described in Section IV-A.
See Appendix B for more details on this process.

Fig. 12 shows the four-point source reconstruction in the
conventional and clairvoyant adaptive cases. When the detector
is centered, neither pair of point sources can be separated,
whereas when the detector is at (12 cm, 0°), all four sources
are clearly resolved. These experiments show that the per-
formance gains predicted by the clairvoyant analysis can be
experimentally realized.
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Fig. 12. Reconstructed images of two pairs of two point sources that are 10°
apart. The first pair of sources is centered at 153° and the second is centered
at 207°. (a) Conventional c-TEI reconstruction. (b) Clairvoyant adaptive c-TEI
reconstruction with the detector at (12 cm, 0°).

VI. TWO OFF-CENTER DETECTOR POSITIONS

Sections IV and V presented the benefit of collecting data
at one off-center detector position, but it may be possible to
achieve better performance by combining data from multiple
off-center detector positions. We explore this idea by using
(11) and finding the performance gain when combining data
from two off-center detector positions. Section VI-A considers
the case of one point source and Section VI-B considers the
case of two point sources in the FOV.

A. One Point Source

Assuming there is a point source at (90 cm, 0°), Fig. 13
plots the performance gain as a function of the first and second
detector positions identified by the position number, as shown
in Fig. 4. The relative measurement time between the detector
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positions for one point source at (90 cm, 0°). The relative measurement time
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counterclockwise from the outer most ring starting at (12 cm, 0°) and then
moving in. Note that there are more candidate detector positions in the outer
rings than in the inner ones and position number 145 represents a detector at
the center of the mask.

positions is coarsely optimized for each pair and only the
gain from the optimal t is shown. The red dot represents
the pair of detectors that lead to the greatest performance
gain. The conventional case is the top right corner at index
(145, 145). Any point along the diagonal from the bottom
left to the top right is equivalent to collecting data at one
detector position for the entire measurement time. Extracting
the diagonal elements and plotting them by their x, y detector
positions would recreate Fig. 5.

Recall from Fig. 5 that for a point source at (90 cm, 0°),
the optimal detector position is (12 cm, 180°) which corre-
sponds to detector position number 21 in Fig. 4. As shown
in Fig. 13, the optimal pair of detectors is (21, 21), that
is, collecting data at the same detector position twice. Thus,
there is no added benefit to collecting data at two off-
center detector positions relative to the best off-center detector
position for a single point source.

B. Two Point Sources

If there are two sources present, perhaps combining data
from two off-center detector positions, such as the optimal
detector position for each source, will lead to better perfor-
mance than only using data from the compromise position.
Fig. 14 plots the quadrature-sum performance gain from the
optimal pair of detector positions as a function of source
separation and relative intensity and Fig. 15 plots the absolute
difference in gain between the two detector position (Fig. 14)
and one detector position (Fig. 10) results. Note that the results
in Figs. 10 and 14 are quite similar and thus the absolute
difference shown in Fig. 15 is small.

Looking at Fig. 15, it is evident that for many of the
scenarios considered here, there is no benefit to combining
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data from two off-center detector positions relative to using
data from one off-center detector position. In select cases,
there is some benefit, but it is small and not worth the time
spent moving the detector to two positions instead of one.
We attribute these results to the observation that collecting
higher quality data for one source often means collecting
significantly lower quality data for the other source.

In both the one-point source and two-point source scenarios,
we find that there is little to no benefit in collecting data
at two off-center detector positions compared to one off-
center detector position. Thus, when improving localization
precision and angular resolution, we conclude that collecting
data at multiple off-center detector positions is not valuable for
sources that are fixed at 90 cm. Instead, the detector should
spend all of the available measurement time at one optimal

Fig. 16.
at INL.

Photograph of the multiple source measurement at the ZPPR facility

off-center position. Note that this result assumes that the radial
position of the source is fixed at 90 cm. If the radial position
must also be estimated, multiple detector positions may offer
a benefit, but we have not explored this.

VII. DEMONSTRATION WITH A COMPLEX ARRANGEMENT
OF SPECIAL NUCLEAR MATERIAL

To demonstrate the value of adaptive detector movements in
a complex scenario, we set up a multiple source experiment at
the ZPPR facility at INL using special nuclear material. The
setup includes five radioactive objects made using metallic
plutonium plates with a high concentration of Pu-240 and
mixed oxide (MOX) fuel pins. They are of varying intensity
at different radial distances from the system. Fig. 16 shows
a photograph of the setup and Fig. 17 shows the setup in
(r, @) coordinates; a detailed description of the setup is given
in Appendix C.

For this demonstration, we focus on reconstructing the two
sources centered at (80 cm, 90°) which are two equal-intensity
point-like sources that are 8° apart. The two sources are
significantly weaker in intensity than the MOX fuel at 180°,
thus this is a challenging imaging scenario. Since the objects
are distributed in (r, @), we reconstruct the images in 2-D polar
coordinates.

Hypothetically, a nonclairvoyant adaptive imaging algo-
rithm would start by collecting data with the detector cen-
tered and use that data to estimate #. Then, the remaining
measurement time would be spent at the optimal off-center
detector position. We cannot implement such an algorithm for
the multiple source experiment because of insufficient counts
at the off-center detector positions. At ZPPR, we collected
data with the detector at the center for 24 revolutions (36 min)
and with the detector at each of the 144 off-center positions
denoted in Fig. 4 for one revolution (90 s) each. There is
not enough data at a single off-center detector position to
adequately reconstruct an image. Thus, for the adaptive case
in this demonstration, we combine data from multiple off-
center detector positions. The adaptive reconstructions use
three revolutions of data with the detector at the center and
one revolution of data from the 21 off-center detector positions
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Fig. 18. Red dots represent the detector positions used for the adaptive

reconstructions in the multiple source experiment.

highlighted in red in Fig. 18. The conventional case uses
a time-equivalent 24 revolutions of data with the detector
centered. To combine data from multiple revolutions at the
same detector position, we sum the observed counts for each
mask rotation angle, and to combine data from different
detector positions, we concatenate the observation vectors. The
response matrices are scaled and concatenated accordingly.

Although both fast-neutron and gamma-ray data were col-
lected using the stilbene and CLLBC detectors, this section
only presents gamma-ray reconstructions using the CLLBC
detector. The reconstructions use interactions that deposited
between 275 and 425 keV; a sample energy spectra is shown
in Appendix C.

Fig. 19 shows 2-D reconstructions for both the conventional
and adaptive cases, and Fig. 20 shows the radial slices at
80 cm. In Fig. 20, notice that the two sources at 90° cannot
be resolved when the detector is at the center, but when we
utilize data from off-center detector positions, the two sources
are clearly resolved. Thus, even in a challenging scenario with
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Fig. 19. Two-dimensional gamma-ray reconstructions of the multiple source
experiment. (a) Conventional case using 24 revolutions of data with the
detector at the center. (b) Adaptive case using three revolutions of data with
the detector at the center and one revolution of data at each of the 21 off-center
detector positions highlighted in Fig. 18.

significantly stronger sources in the FOV, repositioning the
detector improves angular resolution. One should note though
that the performance for sources significantly off-axis from
the imaging axis, such as the object at 200°, may be worse in
the adaptive case than the conventional. Thus, the user must
decide which objects are important to capitalize on the source
localization and angular resolution advantages.

VIII. DISCUSSION

These results show that adaptive detector movements can
improve the localization precision and angular resolution of
c-TEI systems, but there are some important limitations to con-
sider. First, the performance of the system does not improve
uniformly throughout the FOV. If a source is far from the
imaging axis, the performance can be significantly worse for
an off-center detector than for a centered detector. If there
is one source in the FOV or multiple sources that are close
together, this limitation is irrelevant since an adaptive imaging
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(a) Conventional case. (b) Adaptive case.

algorithm can simply move the detector to the position that
achieves good performance for all sources. But if there are
multiple sources that are spread out in the FOV, then improving
performance with respect to one source inherently results in
worse performance for the others. This limits the performance
gain from adaptive detector movements. Of course, an adaptive
c-TEI system will always outperform a conventional c-TEI, but
in some cases, the performance gain is not significant.

One might attempt to overcome this limitation by combining
data from multiple off-center detector positions, such as col-
lecting data at the optimal detector positions for each source.
We implemented this concept for sources that are fixed at
90 cm from the system and find that combining data from two
off-center detector positions does not significantly improve
performance compared to collecting data at the one off-center
detector position. Note that the value of combining data from

multiple detector positions may change if the radial position
of the source must be estimated.

The maximum performance gain from adaptive detector
movements is also strongly dependent on the relative offset
and the relative radial position of the source. Fundamentally,
the performance gain of an ideal, adaptive c-TEI system for
one far-field point source is limited to 50%, but since the
MATADOR system utilizes a thick mask and a large detector
to image fast neutrons, it cannot reach that limit. On the other
hand, if one is implementing adaptive detector movements
on a system with relatively thin masks and a small detector,
such as a high-resolution gamma-ray system, the performance
gain would be closer to the limit. Additionally, the relative
radial position of the source also plays an important role in
performance gain. Near-field sources experience significantly
smaller performance gains than far-field sources. Thus, it is
important to consider the expected radial positions of the
sources when designing an adaptive c-TEI system.

Finally, the results presented here are based on a clairvoyant
analysis where all of the model parameters, such as the
strength and position of the sources, are known beforehand.
In the real-world, one must use collected data to estimate the
unknown parameters. This will lead to worse performance
as time is spent at nonoptimal detector positions before the
parameters can be estimated. Moreover, parameter estimation
introduces uncertainty, particularly in low-count scenarios,
which can result in collecting data at nonoptimal detector
positions. This may limit the achievable gain from adaptive
detector movements and must be considered when implement-
ing an adaptive algorithm.

In spite of these limitations, adaptive detector movements
have the potential to improve the localization precision and
angular resolution of a c-TEI system without increasing the
mask radius or reducing the detector size. The improved
performance also translates to a shorter time-to-image. Sinclair
et al. [34] define time-to-image for a gamma-ray imager as the
measurement time required to achieve a root-mean-squared
error (RMSE) of 2° for a 1 mCi Cs-137 placed 1000 cm
from the system. To find the time to image for a fast neutron
imager, we use a similar definition except the source is a
1 mCi Cf-252 source instead of a 1 mCi Cs-137 source.
We simulated Poisson replicates of the expected observation
vector as a function of measurement time and estimated the
source position using ML. We assume that one, full revolution
of data is collected with an S:B ratio of 2.2:1. Fig. 21 shows
the RMSE as a function of measurement time.

When the detector is centered, the time to image is 110.0 s,
and when the detector is at the optimal detector position,
the time to image is 100.3 s, which is a reduction of 8.8%.
Notice though that if the time to image is defined differently,
the reduction in the time to image changes. For example,
the time to reach an RMSE of 0.7° is 266.8 s in the centered
case and 127.0 s in the off-center detector case, which is a
reduction of 54.4%. The reduction in the time to image is
relatively constant for RMSEs below 0.7° and approaches the
asymptotic reduction predicted by the CRLB which is 56.4%.

These benefits from adaptive detector movements come at a
relatively small increase in cost and complexity. The addition
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Fig. 21.  Simulated localization precision as a function of measurement time

for the MATADOR system imaging fast neutrons from a 1 mCi Cf-252 source
at (1000 cm, 180°). The S:B ratio is assumed to be 2.2:1. In the off-center
case, the detector is at (12 cm, 0°).

of an x—y linear stage to move the detector is straightforward
and one can imagine a simple adaptive algorithm, such as
the one used in Section VII, where the system collects data
with the detector at the center for a predefined period of
time, requests user input to define regions of interest, and
then repositions the detector accordingly. The low cost and
complexity of adaptive detector movements make them an
attractive option to improve the localization precision and
angular resolution of c-TEI systems.

IX. CONCLUSION

This article demonstrates the value of adaptive detector
movements in improving localization precision and angular
resolution of a c-TEI system. When one point source is
present, the performance improves by 20% for a source at
90 cm and 32% for a far-field source. When two point
sources are present, the performance improves by up to 50%
depending on the source separation and relative intensity.
If the two sources are close together (<20°), then regardless
of their relative intensity, the gain is large (>20%). If the
two sources are far apart, then gain changes as a function
of relative intensity. For sources with large differences in
intensity, the gain is >10% for almost all separations. On the
other hand, if the two sources are equal in intensity, then the
gain is less than 10% for separations >75°.

We experimentally verified these results by both com-
paring histograms of MLEs of the source position and by
reconstructing images using MLEM. For one point source,
the histogram under the adaptive case is 17.7% narrower than
the conventional, and for two point sources, the quadrature
sum of the standard deviations is 42% lower. Both these results
are in line with the clairvoyant analysis. The reconstructed
images also show clear performance improvements in resolv-
ing point sources that are close together. For example, in the
conventional case, two point sources that are 10° apart cannot
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be resolved, whereas in the clairvoyant adaptive case, they are
clearly resolved.

We also investigated the value of combining data from
two off-center detector positions relative to one off-center
detector positions. We find that it does not appreciably improve
performance. This result was true for both one and two sources
regardless of their separation and relative intensity. This indi-
cates that the focus of an adaptive imaging algorithm tasked
with improving localization precision and angular resolution
should be on finding the single optimal detector position and
not a combination of detector positions. Note that these results
assume the sources are fixed at 90 cm from the system. If the
radial position of the source must be estimated, the value
of adaptive detector movements on localization precision and
angular resolution may change.

Section VII demonstrated a hypothetical adaptive imaging
algorithm applied to a complex arrangement of special nuclear
material. We showed that utilizing data from off-center detec-
tors can improve the angular resolution of the system even
when there are multiple sources in the FOV and one source
is an order of magnitude more intense than the others.

Given that adaptive detector movements can improve local-
ization precision and angular resolution for a known source
scene, the next step is to develop adaptive algorithms that can
detect and estimate an unknown source scene. To achieve the
maximum benefit from adaptive detector movements, such a
detection algorithm must accurately estimate the source scene
with low-count data. Additionally, this work focuses on point
sources, but a natural extension is to investigate the potential
of adaptive detector movements on imaging extended sources.
When measuring the width of an extended source, we expect
the improved angular resolution to result in lower uncertainty
in the estimates. On the other hand, if the application is to
map the spatially varying emission intensity of an object, then
the results from this article are less applicable and more work
is needed to understand the impact of adaptive imaging.

Finally, this article uses adaptive detector movements to
improve two general performance measures instead of directly
improving performance for a specific application. For example,
one could design dedicated algorithms to quantify the fissile
mass of a specific object or verify the presence of specific
sources. These are good concepts to test in future work.

APPENDIX A
CRAMER-RAO LOWER BOUND

CRLB is the lower bound on the variance for all unbiased
estimators of a deterministic parameter [30]. For example, say
we are interested in estimating the background count rate.
In this case, one may use some unbiased estimator such as
the mean counts measured in a time interval. The variance
in this estimator must be greater than or equal to the CRLB.
In the context of source localization, the CRLB is the lowest
variance on the source position when using any unbiased
estimator. Before we introduce the CRLB, we first introduce
some relevant variables.

Recall that # is a vector of model parameters for S sources.
Let the gradient, Vy f (#), and the Hessian matrix, V4 V) f (%),
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be defined as
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where (0f /0v;) is the partial derivative of f with respect to
;.

Given these definitions, the Fisher information matrix (FIM)
is

1(®)=—E[(Vs t(y | $)(Vs L(y | 9)] (14)

where 1 () is the FIM, the expectation is over y, and £(y |
¥) is the log-likelihood of the observation vector. Through
integration by parts, (14) can be rewritten as

1(9) = —E[VyV; €(y | 9] (15)
The CRLB is found by inverting the FIM
CRLB(#) = 1(#)™" (16)

where # are the known or estimated values of the model
parameters. Note that the ML estimator is asymptotically
unbiased and asymptotically efficient, meaning that as the
number of counts goes to infinity, the ML estimate of the
parameters reaches the true values (#mr. — 9) and the covari-
ance of the parameter vector reaches the CRLB (cov(#yr) —
1(®)~") [30].
The log-likelihood for Poisson distributed observations is

No

t(y | 9)=> (yiIn(3;) =¥ — In(y")

i=1

A7)

where Ng is the number of observations. Plugging (17) into
(15), we see that

No — T —
Vs ¥, Vy V.
19) =Z(M) (18)
i=1 Vi
where Vj 7y; is the gradient of y;. For the sth source
ay;
o = i@l
)
Wi _ OAij@
ap, 1 ogy
9y;
=1t. 19
oy (19)

We use a numerical approach to find the derivative of the
system response matrix with respect to the sth source position

0Aijg) _ Aij@+ag) — Aij@-2) 20)
0s 2A¢ '

For the MATADOR system, we find that A¢ can be
as large as 1° without any loss of accuracy in calculating

(0A; j(¢,)/0¢s). Plugging in (19) into (18), we find the FIM—
the diagonal elements are

I(D)ay, 05] = % (Ai,jw)z i
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and
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APPENDIX B
SYNTHETICALLY CREATING DATA

In a c¢-TEI system, the response observed by a detector at
(12 cm, 0°) to a source at 90° is the same as the response
observed by a detector at (12 cm, 90°) to a source at 180° after
a +90° rotation of the mask. Thus, to make Fig. 12, we utilized
data from detectors at (12 cm, 27°) and (12 cm, 333°)
but generated the system response as if the detector was at
(12 cm, 0°) and reconstructed the image.

Since we only have data from the detectors shown in Fig. 4,
we cannot synthetically create any source scene. If we want to
reconstruct an image using data collected from the outer ring
of detector positions, then the sources can only be synthetically
rotated by integer multiples of 9°.

Note that this method assumes uniform detector perfor-
mance with respect to incident particle direction. In gen-
eral, this assumption is not true for stilbene because of its
anisotropic response, but since the anisotropy predominately
affects the detection efficiency of the crystal [35] and not the
shape of the detector response (efficiency as a function of
lateral position, see [8]), the localization precision and angular
resolution of the system will not change significantly.

APPENDIX C
SUPPLEMENTAL MATERIAL FOR THE MULTIPLE SOURCE
EXPERIMENT

In the multiple-source experiment, radioactive objects were
constructed using the following sources.

1) Pu-240 plates. Each plate is 0.32 cm x 5.08 cm X
7.62 cm and contains ~23.9 g of Pu-240 [36].

2) MOX fuel pins (MOX pin ID 129). Each fuel pin is
15.24 cm in length by 0.95 cm in diameter. The pins
contain ~3.6 g of Pu-240 [37].

There are five objects of interest in the multiple source
setup.

1) MOKX fuel canister: at (90 cm, 180°), there are 32 MOX
fuel pins arranged in a lattice [38]. The fuel pins are
inside of a 0.4-cm-thick steel container. The MOX fuel
canister is significantly hotter than any other object in
the FOV.

2) Pu-240 stack #1: at (150 cm, 160°), there are 5 Pu-
240 plates stacked one on top of the other. The 5.08 cm
x 7.62 cm planes are in contact and the 0.32 cm edge is
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during the multiple source experiment.

3)

4)

5)

facing MATADOR. This object is shielded by 0.32 cm
of tin and 0.64 cm of copper.

Pu-240 stack #2: at (150 cm, 200°), there are five Pu-
240 plates stacked one on top of the other. The 5.08 cm
x 7.62 cm planes are in contact and the 0.32 cm edge is
facing MATADOR. This object is shielded by 0.32 cm
of tin and 0.64 cm of copper.

Line source: centered at (120 cm, 270°), there are
four Pu-240 plates placed in a line. The 7.62 cm X
0.32 cm long sides are in contact and the 5.08 cm edge
of each plate is facing MATADOR. From the perspective
of MATADOR, the source is 9.7° wide. This object is
shielded by 0.32 cm of tin and 0.64 cm of copper.
Two sources: centered at (80 cm, 90°), there are two
stacks of two Pu-240 plates placed 10.2 cm apart. Within
each stack, each plate is standing on its 7.62 cm X
0.32 cm edge and the 7.62 cm x 5.08 cm planes are in
contact. The stacks are sandwiched between 20.32 cm x
10.16 cm x 5.08 cm lead bricks. From the perspective of
MATADOR, the two stacks of Pu-240 plates appear as
two point sources separated by 8°. This object is shielded
by 1.27 cm of copper.

Fig. 22 shows the energy spectrum of pulses collected when
the detector was centered. Note that the pulses near 3 MeV are
from thermal neutrons (i.e., °Li(n, «)>T reaction) not gamma

rays.

Only pulses within the dashed lines were used for image

reconstruction.
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