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ABSTRACT

Computed tomographic (CT) reconstructions of air con-
taminant concentration fields were conducted in a room-
sized chamber employing a single open-path Fourier
transform infrared (OP-FTIR) instrument and a combina-
tion of 52 flat mirrors and 4 retroreflectors. A total of 56
beam path data were repeatedly collected for around 1 hr
while maintaining a stable concentration gradient. The
plane of the room was divided into 195 pixels (13 x 15)
for reconstruction. ,

The algebraic reconstruction technique (ART) failed
to reconstruct the original concentration gradient pat-
‘terns for most cases. These poor results were caused by
the “highly underdetermined condition” in which the

IMPLICATIONS :
Gas concentration mapping in a room-sized chamber with
the use of CT techniques, coupled with OP-FTIR, dem-
onstrates that this system and reconstruction method
could he directly applied in many environmental and in-
dustrial settings. The experimental beam configuration
was in the highly underdetermined condition, which is
commonly encountered in most conceivable fields. A new
CT algorithm, the PWLS, was apphed to remedy this un-
favorable condmon, since the standard ART algorithm
results in poor CT reconstructions. Generally, concentra-
tion gradient pattefns and peak locations were success-
fully reproduced This system is the first experimental
verification for'the practical apphcanon of.a CT system
for real air pollutant mapping.
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number of unknown values (156 pixels) exceeds that of
known data (56 path integral concentrations) in the ex-
perimental setting. A new CT algorithm, called the pe-
nalized weighted least-squares (PWLS), was applied to
remedy this condition. The peak locations were correctly
positioned in the PWLS-CT reconstructions. A notable
feature of the PWLS-CT reconstructions was a significant
reduction of highly irregular noise peaks found in the ART-
CT reconstructions. However, the peak heights were
slightly reduced in the PWLS-CT reconstructions due to
the nature of the PWLS algorithm. PWLS could converge
on the original concentration gradient even when a fairly
high error was embedded into some experimentally mea-
sured path integral concentrations.

It was also found in the simulation tests that the PWLS
algorithm was very robust with respect to random errors
in the path integral concentrations. This beam geometry
and the use of a single OP-FTIR scanning system, in com-
bination with the PWLS algorithm, is a system applicable

. to both environmental and industrial settings.

INTRODUCTION

Computed tomography (CT) coupled with optical remote
sensing has recently been introduced to measure the spa-
tial distribution of gas and vapor pollutant concentra-
tions in 'environmental, indoor, and workplace air
monitoring.** The potential advantages of this technique
have been extensively discussed in the literature.>!* In
early papers on the subject, CT methods were conceptu-

‘ally shown to have the potential for good reconstruction
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of air pollutant concentrations in a plane under certain ,

narrowly limited conditions.*¢

Recently, expenments by our group have successfully‘ L
demonstrated CT reconstructions in a room-sized cham-
ber.2° The first experimental study on the CT reconstruc-

 tion of indoor air concentrations, coupled with open-path : f !

Fourier transform infrared (OP- FTIR) spectrometers, was

reported by Yost et al.8 The experrments were conducted
with the use of a single bi-static OP-FTIR. Thus, the source -

and detector had to be moved substantially to get the
desired sets of parallel rays. Parallel ray data with four
projection angles were obtained. However, long méasure-
ment times were necessary to scan the whole plane.

- The follow-up experimental tests were conducted by
usmg a single OP-FTIR capable of rapid beam movement
by the computer-controlled steerable mirror ina pilot

scale-chamber, ‘which allowed us to srgnrﬁcantly reduce »“ ‘

‘measurement times to scan the whole plane. One of the
simplest beam configurations was selected for the experi-

ment, based on the numerous computer simulation tests:
that have been reported by Park et al."* However, extremely,
- poor CT reconstruction results were obtained from the

, ongrnal expenmental tests, because of an msuffrcrent

number of rays and projection angles In theoretical study, ‘

it has been shown that more comphcated beam configu-
* rations are apparently -able to produce good CT recon-

structrons as demonstrated.n However, when working |

with more complicated beam conﬁguratrons, a cost prob-
lem will accompany a greater number of rays and pro;ec—

il

1tron angles. . - .. r

‘Besides the configuratron of the beam geometry, the ‘
cr algonthm is also a:major determrnant for the qualrty o

of CT reconstructrons Agam, poor: CT' reconstructrons
resulted froma “highly underdetermmed condition,” that

~the number of unknown values, (156 pixels) exceeds that .-

" of known data (56 path mtegral concentrations) in the

expenmental setting. In this condrtron, the CT reconstruc- .
" tions with the algebrarc reconstructron technique (ART)

were not satisfactory because the rlays in the experimen-
‘tal geometry. were less independent. A great deal of effort

was expended to solve this problem by using new CT-

methods along with realistic ray confrguratlons
Drescher et al. reported a-new CT method, smooth
basrs functron minimization (SBFM), to overcome the limi-

tatrons of ART? Much 1mprovement in the quahty of CT.

_ reconstructions was achieved by applyrng the SBFM to the
experimental data, compared to those applred with ART.%10
‘Another effort wasmade to remedy uncertainty result-

‘ mg from the highly underdetermmed condition by apply- ‘
ing a penalized weighted least—squares (PWLS) image

+ reconstruction: method. The PWLS method ‘was ongmally
developed by Fessler. for positron emission tomography

(PET) 1213 This paper reports how PWLS could effectively
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‘reduce unrealrstrcally hlgh noise levels of the CT recon-
structions which were found when usrng ART. Six experi-
‘mentaltesultsin a room—srzed chamber and simulation tests
‘demonstrate that this system and reconstructron method
could be drrectly applied in many envrronmental and in-.
dustnalsettmgs ST Lo

.
ol
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EXPERIMENTAL DESIGN AND METHODS
Expenmental Chamber ‘ :
The chamber was designed to provrde statronary dilution
' ventilation to maintain stable air pollutant concentration \
patterns. The ‘chamber was built wrth a wooden frame
covered by a thick polyethylene lmer, and was inside a
large building to minimize the 1nfluence of turbulence -
caused by outside wind. The drmensrpns of the chamber
were 6.4 %X 7.3x2,4m3 (Frgure 1). Air was driven through
a 6.4 x 0.92 m? slot in the cerhng along one side of the

wall of the chamber “This slot was connected to a large .

fume hood that allowed ad]ustment of the air flow rate‘ "
- from about 28 to 113 m%min (1000 to 4000, cfm). Two °
. 6.4%0.46 m? slots were installed at one, of the short walls
to supply fresh air. A 6 4 x 0. 92 m? slot was mstalled at -
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‘ Figure 1. Schematic of the ekberimental cha‘mber )] Side view.
OP-FTIR was located at the center. Thirty-one ponnt samples were
taken on a horizantal plane at the center of the beam paths., (b} Top

{ .
. view, One retroreflector was placed at each cormer and 52 flat mirrors

- were installed ‘along the perimeter of the walls Dotted lines show

3 examples of a folded ray (A) and a short ray- (B)
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the ceiling along the opposite side of the chamber. All
slots were covered with coarse—fibered; 2.5-cm-thick fur-
nace filter material to provide a uniform air flow.

A mixture of 10% sulfur hexafluoride (SF,) in helium

was used as a tracer gas in this study. SF; was released ata °

constant emission rate through a 2.5-cm-diameter, porous
ceramic sphere at a height of 0.6 m from the floor. The
emission rate was controlled with the use of a needle valve.
Flow rate was measured by a rotameter calibrated with a

. bubble meter. Various concentration gradient profiles were
obtained from different arrangements of emission sources,
locations, and flowrates.

All operations for running the OP-FTIR scanning sys-
tem were remotely conducted from outside the cham-
ber with the use of a remote computer. Air bag samples
were also collected from outside the chamber using
Teflon tubing. |

OP-FTIR Scanning System
Path integral concentrations (concentration x path-length
in meters) were measured with the use of an OP-FTIR scan-
ning system (MDA Scientific Inc., now ETG Inc.). This
system was designed as a monostatic unit that uses a single
transmitter/receiver telescope. The infrared radiation was
modulated by aMichelson interferometer, of a wishbone
design, which uses corner-cube retroreflectors. The
modulated infrared radiation is collimated by a 20-cm-
diameter Cassegram telescope and transmitted through
the atmosphere to a retroreflector, which reflects the beam
back to the telescope. The radiation is then focused on
the aperture of a liquid-nitrogen-cooled mercury-
. cadmium-telluride (MCT) detector. An IBM-compatible
4'86‘PC was connected for data collection and spectral
analyses. The recorded signal in the form of an interfero-
gram was Fourier-transformed to produce a spectrum from
700 to 4500 cm?, with 1 cm? resolution using the MDA

continuous monitor software package (ETG Inc.). Approxi- |

mately 4.5 sec were required to collect one-path integral
cqncentration'with asingle spectral scan.

A self-contained beam aiming device that allows trans-
lation of the beam in the. horizontél and vertical axes
was installed ini the front of the telescope. The computerﬁ
controlled solenoid permits beam slewing rates of 10 de-
grees/sec. The beam aiming parameters were trained into
the PC-based data system. Through the use of this device,
56 path integral concentrations were measured sequen-
tially in the same direction durmg the experiment.

Quantitative spectral analyses for SF, concentrations
were performed with the use of a classical least-squares

‘fit program (MDA continuous monitor software pack-
age, ETG Inc.). For each experiment, the clean air back-
ground spectrum for each ray was collected before
releasing SF,. Quantitation was conducted in a spectral
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window at 917-975 cm! using a reference spectrum of
66 ppm-m SF,, which was prowded in the MDA continu- -
ous momtor software package.

‘ Beam Configuratmn

This study used a smgle OP-FTIR scanning system, 52 flat
mirrors, and 4 retroreflectors. A network of intersected
beam paths was obtained by a combination of 52 flat
mirrors and 4 retroreflectors using a single OP-FTIR. Four
retroreflectors for returning the beam back to the flat

_mirrors and OP-FTIR were used instead of flat mirrors be-

cause it was extremely difficult to align the beam using
two flat mirrors. Fifty-two aluminum coated mirrors (254
x 313 mm?, Part # M32248 Edmund Scientific Co.) were
mstalled along the perimeter of the chamber. Only four
retrorefléctors were used in thlS study because using cor-
ner cube retroreflector arrays i$ quite expensive. A 35x 35
cm? corner cube retroreflector array (ETG Inc.) was placed
‘at each of the four corners of the chamber (Figure 2).

 The OP-FTIR scanning system was located at the cen-
ter of the chamber. Not all flat mirrors could redirect the
beam to the retroreflectors at the opposite side. Four-
teen flat mirrors were placed along each long side, but
only 13 of these mirrors could be used to obtain folded
beams. Enough radiation signal strength for quantita-
tive analysis could not be measured when the 14th flat
mirror was'used to redirect the beam to the retroreflec-
tors. This was due to limitation of the retroreflectors,
which can reflect the beam to the origin only within a
limited angle of 24° from the center line. Therefore, these
beam paths were measured only from the OP-FTIR to
the flat mirrors. Also, the 12th flat mirror along the short'
side could not generate the folded beam because the OP-
FTIR loé:atgd at the center blocked the beam. These beam
paths were also measured just from the OP-FTIR to the
flat mirrors. In addition, four short rays were measured
from the OP-FTIR to four retroreflectors. Thus, a total of
56 path integral concentrations were measured for the
whole plane of tbé chamber. During alignment of every
beam path for each experiment, the signal detection of
the FTIR Was checked to confirm that the beam was not
traveling to adjacent mirrors by blockmg the target mir-
ror with a white paper.

Approxnnately 6 min were taken to scan the who]e
plane of 56 path integral concentrations. Each experiment
was conducted for 1 ~ 1.5 hr. Nine to 14 replication sets
for the whole plane of all 56 rays were collected during
each experiment.

The pixel size was set as 0.49 x 0.49 m?, baéed on
consideration of the beam width and size of the flat mir-

rors and retroreflectors. It was also considered that this pixel

size could represent a worker’s breathing zone. The hori-
zontal meéasurement plane was divided into a 13 x 15 grid
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Figure 2. Schematic ‘repre;entation of beam configuration with 52 flat mirrors and 4 retroreflectors at the chamber perimeter. An OP-FTIR scanning
system i$ placed at the center. Forty-eight folded ray integrals and eight short rays could be obtained. (@) View of each of fourprojection angles. (b)

Total beam configurationl. Gray rectangles represent flat mirrors, black rectangles represent retroreflectors. = o - i
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map for CT reconstructions. Therefore, a total of 195 pix-
els were reconstructed.

. Point Sampling RO
Time-integrated SF,concentrations at 31 point locatlons
were measured during the collection of path integral con-
cent‘rations‘. A photoacoustic infrared detector (Multi-Gas
Monitor, Type 1302, Bruel & Kjaer Instruments) was used
to analyze SF, concentrations. Air samples were taken
from 31 points at the same height with the center of the
beam paths in each experiment. Air from five sampling
ppints' was drawn continuously, at a flow rate of 1 L/
min, through 2:3-L glass jars. Air Samples were sequen-
tially taken and analyzed once every 6 min by an auto-

' matic sampler (Multipoint Sampler, Type 1309, Bruel &
Kjaer Instrumenls) and the phot‘oacoustic detector. They
were collected into gas sampling bags (12-L Tedlar bag,
SKC Inc ) at 26 points, and SF, .concentrations were sub-
sequently analyzed using the photoacousnc detector. The
photoacoustlc detector was calibrated by using a stan-
dard gas of 50 parts per m11110n (ppm) SF, in helium for
each experiment. ‘ :

Point sampling locations were mostly evenly distrib-
uted in a measurement plane. However, where steep con-
centration gradients were expected, denser point samples

were taken. All point sample data were kriged intoa 13 x_

15 grid map to produce a two-dimensional concentration
map over the measurement plane using the computer
program SURFER (Golden Software).* Therefore, it was
unav01dable to introduce a certain level of artxfacts dur-
ing the kngmg mterpolanon for 195 pixel values from
the 31 point samples. This became evident because the
krlging interpolation resulted in negative values in some
of the pixels. The negative pixel values were adlusted to
zero after the kngmg interpolation.

. These knged point sample data were used as the test
maps for the simulation tests. For simulation tests, synthetic

path integral concentrations were calculated, and these syn-

thetic ray‘ data were used for CT reconstruction processes.

Reconstructlon Algorlthms ART and PWLS
Two iterative algorithms were applied for the CT recon-
structions in this study: ART and PWLS. Iterative algo-
rithms were chosen because of good flexibility for various
beam configurations. The ART algorithm has been re-
ported to work well with a limited number of path inte-
gral concentrations and projection angles. The ART
algorithm iteratively adjusts the concentration in each
pixel along the rays to minimize the differences between
the measured path integral concentrations and the path
integral concentrations calculated from the CT recon-
. struction. The ART algonthm is described in detall in

the llterature s ‘
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' The process of CT reconstruction using ART was imple-
mented by using a program written in Turbo PASCAL
(Borland). The initial concentration of each pixel was as-
signéd as Zero. During one iteration process, pixel con-
centrations were adjusted for all rays in the sequence by
distribution of the difference between measured (true) and
calculated path integral concentrations, so that the dif-
ferences were minimized. The only additional constraint
was that the pixel concentration should not be less than
zero. Thus, negative pixel values were corrected to a value
of zero at each iteration.

A value of o, was used to indicate the overall agree--
ment between the true path iritegral concentrations and
the calculated path integral concentrations from a recon-
structed concentration map after a given iteration. The
o,,, Value was calculated as follows:

@

s the experimental or synthetic path integral

concentration value of the ithiray. R, , is the calculated

where R,..

+ path integral concentration value of the ‘kth ray from the

CT reconstruction. A Jower value of o, indicates a better
agreement between the average concentrations along the
rays of the reconstruction and the trile data (calculated
from the original test map) For perfect agreement, .
zero. This has been explamed in'detail elsewhere.?

The o, value was calculated and used for a stopping
criteria for the iteration process. The reconstruction was
terminated when the fractional change in o, from one

iteration to the next was less than 0. 005 The fraction
change was defmed as follows ‘

o-my. k41 Gm)'. k (2)

Oy

Fraction change =

where o, , and o, ,, are the o, values of the kth and
(k+1)th iterations, respectively.

The PWLS image reconstruction method was applied
for this study. PWLS is also an iterative reconstruction al-
gorithm. Thus, it can be easily applied for the ray configu-
rations for which projections are not uniformly distributed
in a plane, and which have a limitéd number of rays and
projections. In addition to the agreement between ‘mea-
sured and calculated path mtegral concentrations, PWLS
imposes.an additional smoothness constraint that discour-
ages disparities between neighboring pixel values.113

The effect of the penalty term is to discourage dis-
pantxes between neighboring pixel values. Therefore, the

PWLS algorithm increases agreement between the true

(or measured) path integral concentrations and the cal-
culated ones from the CT reconstruction, and decreases
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‘ drscrepanc1es between ad]acent prxel values durmg each .
CT reconstruction process. A werghtrng factor for the
smoothing penalty, called a smoothing parameter (B), -

‘controls these two confhctlng ob;ectrves While the ART

algorrthm iterates to. decredse only the G,,, values, the‘ .

PWLS algonthm iterates to' decrease the S, values and‘

also to increase the smoothness of the reconstructron by .

incorporating a smoothing penalty

-Theimage smoothnessi increases as B 1ncreases When ‘

Brs extremely low, the PWLS algorithm will. mainly force |
a match of the path mtegral concentrations: This is simi-
lar to the ART process. Therefore, the reconstructrons us-

© ing the PWLS algorithm with very low B value ‘will be

srmrlar to those generatéd by ART.. .
© Itwas necessary to balance weighting of the smooth-
1ng penalty to achieve the best reconstruction usmg the

PWLS algorithm. However, there was no unique method " .
to decide the optimal magmtude for B. The optimum
value of B was dependent onboth the concentration gra-

dient patterns and the ob)ectrves of the CT reconstruc-

tions. If the general concentration gradient pattern was

of greater importance than the concentration peaks,

‘higher B values would be desrrable 'On the contrary, -

~ lower B values would be preferable for 1dent1fymg pol-
lutant leaks or emission sources. It is'beyond the scope

of this study to develop and 1nvest1gate the method for .

selectmg optrmum B values for drffenng scenarros It was’
concluded that the best: reconstructrons were achreved

for these tests when the 6 kel value was minimized; that

15, the best ! reconstructrons were' determined based on "
the overall agreement between the true map and the CT -

reconstructrons in this study.. ”
CI‘ reconstructrons with PWLS were. 1mplemented by
usmg a computer program wrrtten in ANSI C.2 Vanous

~ values for B 'were evaluated in the srmulatron tests. An

appropnate smoothing parameter for each’ concentratron
gradlent profile was estimated based on the emprrlcal data.

‘ EValuation of the CT Reconstructions
There is no umversal quantrtatrve parameter with which.
“to evaluate reconstructron quahty in’ either srmulatron

tests or field tests. Several quantitative terms’ and v1sual ‘

‘assessments have been developed land used to evaluate
CT reconstructrons 24,10 However, 1t is extremely drffrcult‘
to evaluate the Cr reconstructrons m most expenmental
orreal field situations because the real concentratxon pro-
files are not exactly known. ( o
A parameter et WS defrned to quantrfy the overall .
agreement ‘of the pixel concentratrons betweenthe CT
reconstruction and the true map This parameter is useful
when the true concentration prohle is known, and has

thus been wrdely used i in many srmulatron studres 11 Tt js - :

calculated as‘ .

Ve

i *where C

‘and C.

‘ 0:,::;: =1 3)
o ’w 2 ple.n
et 35 the concentratron in a pixel obtamed from

the true map (m the srmulatlon test, the ongrnal test map)
is the prxel concentratlon calculated from the

pirecon

' reconstruction map. The . value reflects the degree of

matching between the prxel concenttratrons in the test
map and reconstructron map. Alower value indicates bet-

ter agreement between the CT reconstructron and thetrue

map Theo

pikel value is zero fora perfect match. However,

it 1s a relatrve parameter rather than an absolute value for "
a’ grven concentratron gradrent Thus, it can be used to

compare the degree of agreement of \the CcT reconstruc-

‘tion to the true map only for a grven concentratron pro—
. file (ie., a value of the o,

Jixa dOES TIOE *make compansons
between different concentratron proﬁles)
The CT reconstructions were also compared visually

“to the knged map of the pomt sample< data. Visual assess-
‘ Iment usually provrdes useful mformatron for evaluatron
of peak herghts locatrons, smoothness, and artifacts of the

¥
reconstructions. For rephcatrons of the CT reconstructions

in simulation tests with yhe mtroductrpn of random noise -
© ' to synthetic path 1ntegral concentratlons, the avérage of
‘ 'rephcatrons was visually evaluated, ‘and 'the standard de-

viation asa function of pixel was plotted for evaluatron
. The averages of all prxel values forlCT reconstructron

‘were compared with those of the knged map from point

sample data for evaluatron of bias. The averages of path

‘ ‘mtegral concentrations were also compared between the
'krrged map and the CT reconstructron ! ‘ ‘

‘.\‘ . “.

C RESULTS AND DISCUSSION B St
" Five chamber expenrnents were conducted in thrs study The ‘

- trme-averaged SFy concentratrons at 31 samplmg pomts in
‘the measurement plane are shown in Frgures 3a to 7a. The

surface maps were produced from kngmg the pornt sample

' data for easy vrsual companson to the CT reconstructrons

(Frgures 3bto 7b). The CT. reconstrucuons of the srmulatlon

‘ tests with the' synthetrc path integral con centrahons calcu-

lated from the knged surface. maps for the same geometry to

. the expenment are also shown in Frgures 3c—7c and Figures

3d-7d, The CT' reconstructrons from the experrmentally ‘ '

B measured path mtegral concentranons artla shownin Frgures
‘ 3e-7e usmg the ART algonthm and Flgures 3f-—7f usmg the

, PWIS method respectrvely ‘ Co

‘ '

\

Point Sample Data and Krrged Maps

“Pomt sample data were collected to compare wrth the .

CT reconstructrons However, there are,several inherent

b ‘ - Volume 0. March 2000
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Figure 3. Point sample data and CT reconstructions with ART and PWLS methods in experiment 1: (a) Point sample data; (b) Kriged map from
point sample data; (c) ART-CT reconstruction using experimental ray integrals; (d) PWLS-CT reconstruction using experimental ray integrals (B = 29);
(e) ART-CT reconstruction using simulated ray integrals from kriged map; and (f) PWLS-CT reconstruction using simulated ray integrals from kriged

map (B =299,

limitations to using point sample data for evaluating the
quality of the CT reconstructions. It is not possible to
collect a sufficient number of point samples to provide
enough information for the complete definition of a con-
centration gradient profile in a plane. Point sample data
also represent only spot concentrations of sampling loca-
tions. However, path integral concentration data represent
the average of a cylindrical beam path rather than a point
or line. Therefore, it is not possible to completely match
the measured concentration levels between these two mea-
surements. These limitations should be kept in mind when
comparing the point sample data with the CT reconstruc-
tions of the experimental path integral concentrations.

CT Reconstructions in Simulation
In addition to the CT reconstructions with the experi-
mentally measured path integral concentrations, CT re-
constructions were conducted with the use of the synthetic

path integral concentrations for all experimentally obtained

concentration gradients. The synthetic path integral con-
centrations were calculated from the kriged point sample
data. Therefore, the kriged maps are true concentration

Volume 80 March 2000

profiles in the simulation tests. The detailed procedure
for the simulation test of the CT reconstruction is de-
scribed in the literature.” These simulation tests provide
useful information for evaluation of the CT reconstruc-
tion methods and ray geometry because the synthetic path
integral concentrations are noise-free data.

All CT reconstructions show a certain level of arti-
facts. It is primarily due to the ill-conditioned nature that
the number of unknown pixel values exceeds that of
known path integral concentrations. The path lengths of
the folded rays were also longer than those of parallel
geometriés that have been evaluated in other studies. In
addition, the number of projections was not sufficient to
reconstruct the original image. These factors increase the

_possible number of CT reconstructions having “valid”

solutions by ART without convergence to the true map.
In fact, the o, values were extremely low for the ART-CT
reconstructions, although the o, values were relatively
larger (Table 1). This implies that consistent solutions were
achieved by the ART algorithm itself. However, the peak
heights were reduced in most ART-CT reconstructions, and
the location of peaks was also shifted in some ART-CT
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Table 1. The o, ando m values of the CT reconstrctions (unitlss).

o ‘ . ‘ N Gﬁ;‘ - Co T T R e ¢

" Simulation Test = . Experiment ‘ Simulation Test . . ‘ ; Experiment” .

. Experiment . ART c PWLS . .. ART PWL§ C ART. . ;PWLS‘ ART ‘PWLS
1. ooot ogosott | 002268 00860 04201 0808, . 0SB 04912
L2 - 000001, 001387, 000001 - 09030 ' 04569 - 01967 08951° 04616

S 3 . 001863 00185 . 000001 00571 . 04377 02232 - 05071 - 04713

4 '<0.00001 " 0.00583: + " <0.00001 0.1068 0.3248 . 01687 L 0.§‘181‘ . 04398

5 7000001 0.00600 <0.00001 . 0079 01926 01082 ¢ 04520 ' 03811

The S, value indicates the agreement between Ine ray integrals of the krigé‘d point sarﬁple dataand the ray integrals of the CT reconstructions in simulaliém tests. For experimgnlal CT
reconstructions, it indicates an agreement between the measured ray integrals and calculated ray integrals from the reconstruction. A lower value implies a belter agreement; ®The ¢

value indicates an agreement between the pixel values of the kriged point sample data and the pixel valugs of the CT reconstructions. For perfect agreement, o et 15 2610- Alower value
implies a better agreement. L : v ‘ ‘ ‘ 3
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‘ KR ‘ (e) Experiment: ART-CT

previous published papéré on simulation: In theoretical ex-

ercises, Todd et. al. have sucéessmlly produced fairly gpod

- CT reconstructions with relatively favorable ray geometries

for concentration profiles having symmetrical Gaussian

~ peaks.®$ However, they employed nume:rous virtual opti-
“cal sources and detectors to create'a number of 'intersetted .

‘beami paths, which will not be feasible 1q any conceivable

‘ :eédnstructic)ns. In other words, ART could not converge
to the true concentration profiles. Nevertheless, the algo:
rithm found‘almost‘consistent solutions for the adjust-

_ ment of pixel values to match the calculated path integral
concentrations to the true path integral concentrations. -

This problem can be remedied by increasing the num-

ber of projections and rays, as ‘der’nonstrayted in many
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Figure 6. Point sample data and CT reconstructions with ART and PWLS methods in experiment 4: (a) Point sample data; (b) Kriged map from point
sample data; (c) ART-CT reconstruction using experimental ray integrals; (d) PWLS-CT reconstruction using experimental ray integrals (8 = 2%7); (6) ART-CT.

reconstruction using simulated ray integrals from kriged map; and (f) PWLS-CT reconstruction using simulated ray integrals from kriged map (B = 229),
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| : ‘
, field srtuatron Park etal. have also demonstrated that the The most srgmﬁcant artifact of the ART- CTreconstruc— |
quahty of the CT reconstructrons could be srgmficantly — trons was the appearance of unrealrstrcl:ally steep concen-
" improved by increasing the number of projections and 1ays tration gradrents, as shown in Figures 3c to 7c These
even with the use of a single OP—FI‘IR n 1rregu1ar small peaks can be considered as an artifact
'However, there is a tradeoff between these two. If the‘ 'shown in the simulation test results because air pollutant
‘number of prolectrons and rays is mcreased the scanning = concentration gradrents in the test maps ‘(Figures 3b to

time will be increased. Ideally, a11¥ 'path integral . concen- 7b) have smoother patterns and no h gh steep concen-
‘trations should be measured srmultaneously to minimize tration gradients. ‘ L o '

mconsrstency between the path integral concentrations. - Noise, in- the form of 1rregular small peaks, can be .
i scanning time is increased, inconsistency among the eliminated by post hltermg or post-smoothing as long as
path mtegral concentrations w1llr be increased because . the CT reconstructions maintain the original concentra-
the'time constants for features. of the varyrng concen- tion gradient patterns 'Various regularrzatron methods
- tration field will be lower than those for ‘the OP—F’I‘ IR - aregenerallyused to remedy the irregular noisy; peaks of
measurement That is, concentratlron patterns will con- . the tomography reconstruction rmages 1617 However,
tmuously change durmg the scan; Therefore, it is desrr- these: 1rregular peaks substantrally detenorate the CT re-
,able that the scanning time remams as short as possible. . - constructrons during CT processing. 'As the path inte-
-This factor was not considered in most previous, srmula- ‘ gral concentratrons were distributed to these small peaks,

tion tests.36 = \ : " the true peaks could not be resolved effectrvely There-
No rmprovement of the CT reconstructrons could be fore, the reduction of the height of the main peaks, or

‘ achrevedby systematic modrficatrons of the ART-CT recon- | concentration levels, in high concentratron areas may be
_struction process, such as starting wrth different concen- 1 unavordable This is clearly shown in the case of experi-
tration maps for the first guess (zero, average, ‘with some ment 1 (Frgure 3c). There were no srgmfrcant drfferences in
gradient randomly chosen), or by processrng wrth differ- the sums of pixel values between the kriged map and the
ent orders. of path integral concentratrons : ‘ * ART-CT reconstructions wrth the synthetlc path integral
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concentrations. However, the peak heights were signifi-
cantly reduced, and the peaks were broadened.

There is no definition or consensus of the phrase
“complex concentration gradient” for CT reconstructions.
However, in géneral, a “complex concentration gradient”
can be said to be present when every pixel has a non-zero
concentration' value that is different than adjacent pix-
els. From this standpoint, all the experimentally obtained
concentration patterns in this study could be considered
to be both realistic and complex. Those artificially gener-
ated concentratlon patterns used in some previous stud-

- ies, in contxast have symmetrical Gaussian peaks on a
zero-level background.*¢ 1t was shown, in this simulation
test, that the ART-CT reconstructions worked poorly for
concentration profiles that were “complex.” ‘

The quality of the PWLS-CT reconstructions in the
simulation tests was significantly improved compared
to those of the ART-CT reconstructions. This is clearly
demonstrated by the lower values of 6 et Of the PWLS-CT
reconstructions compared to those of the ART-CT recon-
structions (Table 1). This is not surprising, since the PWLS
algorithm was developed and optimized for PET scanning.
PET scanning is exactly analogous to this situation, in

which an underdetermined data set is used to generate"

concentration profiles for a rapidly changing concentra-
tion field. The improvement was maximized when con-
centration profiles had relatively low gradient patterns
and broad peaks rather than steep and narrow peaks.
PWLS successfully teproduced fairly good reconstruc-
tions, even for the highly complicated concentration
gradient patterns, which have two peaks on the large
. smooth concentration gradient background over the en-
tire pixels (Figures §, 6, and 7)."The most significant fea-
ture of the PWLS-CT reconstructions was that the small

Park, Fessler, Yost, and Levine

irregular noise peaks were almost completely eliminated.
This improvement was expectéd from the fundamental
nature of the PWLS algorithm. Therefore, the o,,, values
of the PWLS-CT reconstruction were actually hlgher than
those of the ART-CT reconstructions in most experiments
-(Table 1). Again, this does not imply that the quality of
the ART-CT reconstructions are better than the PWLS-
CT reconstructions.

The CT reconstructions were conducted using the

PWLS algorithm with various levels of B. The PWLS-CT
reconstructions with a wide range of § values from 210 to
219 were evaluated with use of the O, Value. The relation-
ships between the o, , value and B values for experiments
1 and 3 are illustrated in Figure 8. The best agreements
were achieved with B values in the range of 2% ~ 22 in
most cases. The lowest B value (‘B = 2-%) for the best re-
construction was found in the experimental reconstruc-
tion for experiment 1. These concentration patterns
showed a single high narrow peak on the very low con-
centration background. ‘
' For concentratlon maps with lower grad1ents the best
fidelities were attained with hxgher B values. This trend
was also expected because higher B values reduce concen-
tration gradients between adjacent pixels Thus, reproduc-
tion of hxgher peaks at higher gradlents is inherently
limited for high B values. However, it will not be simply
corrected with use of a low f§ value, because the concen-
trations would be easily smeared into the irregular noise
peaks that are increased with decrease of p value.

CT Reconstructions in Experiment
_The CT reconstructions using both the ART and PWLS
algorithms are shown in Figures 3e to 7e and Figures 3fto
7f, respectively. Clearly, ART failed to reconstruct the true

07
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} n. . :
0.5 Rl T

f
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Opixe! (upitless)

0.0 ~— T —
0.01 0.1

smoothing parametarA(B)
(b) Experiment 3

Figure 8. The o‘w values at various levels of smoothing-parameter §§ for the PWLS-CT reconstruction with the synthetic ray integrals (s) and the
experimentally measured ray rnlegrals (m ) The B values In each figure were shown when the lowest o, values were achteved
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| concentratron maps in most cases (although the true con-‘

‘ centratron “profiles are actually unknown) Frrst hrghly‘ ;

fluctuatrng irregular concentratron ‘peaks were found in"
all ART reconstructrons Statronary ventilation condrtrons ‘

‘'were mamtarned dunng the experrments, and only one’ .
or two steady sources were used for the experiment. More- o

' over, the ray data were averaged over the time period for -

~ about 1 hr. Therefore air concentratron proﬁles would be

: expected to have smooth gradrent patterns rather than |
" highly irregular, noisy concentration gradrent patterns. .

Besides the irregular noise peaks, the ART reconstructions Lo
did not, in most cases, .show’ srmrlar concentratron pat-‘ ‘

- terns to the. kriged: map from the pornt sample data
The' quality of the ART CT reconstructions in the ex-

- perimental study would be hardly 1mproved by using any
form of post-reconstrucnon regulanzatxonbecause the noise ‘

. levels of the i 1mages generated by ART were.too severe m
‘ most cases For example, the ART CT reconstructrons in

: expenments 2-5 showed completely different concentra- |
tion profrles from the ’kriged maps. Conclusrvely, ART re-‘
‘produced extremely norsy images for those expenments ‘
"with'a srmple narrow peak concentratron gradrent pat-
tern and failed to reconstruct the ongrnal rmages prop— :

erly for most other concentratron ‘profiles.

‘In general, the reconstructions by PWLS showed a
farrly good agreement with the knged maps in most ex- .

penments Peak locations ‘were correctly reproduced and

‘ - addrtron, a certarn level of error is mherently embedded
into the two- drmensronal concentratron ‘maps dunng the

kngmg process frorn the limited number of point sample

- data. Therefore, " the measured path mtegral concentra-

', tions themselves will not necessanly match the path in- - ‘

tegral concentrations calculated from ,the knged maps.In

"' fact, the measuréd path mtegral concentrations were gen-

erally lower than those calculated frord krrged maps (Table
2). The average level of the measured path integral con-
centratrons was 86% of that of the path 1ntegral concen-
trations calculated from the knged map. . Thus, part of the

reason for the reductron of the peak rherghts can be ex- L

 plained by this bras However, itis beheved that the mea-

the general pattems of concentratron gradients were farrly S

) ‘ srmrlar to those of the knged pornt sample data, except |

for expenment 5 I-lowever, several drfferences between

* thekriged maps and the PWLS CT reconstructrons were,
observed. The ‘most serious artrfact was the notable re; |

" duction of peak height in every- expenment It may be

o “possrble to rmprove ‘on' the method by usrng a

‘ nonquadratrc roughness penalty. .

- Agam, therei 1s a fundamental drfference between the ‘

two 1mages of the krrged pomt sample data and the CT
reconstructron The kriged maps from the pomt sample

. data represent a two- d1mensronal concentratron map of
avery thm slice of the measurement plane, However, the
- CT reconstructrons represent a two dimeénsional concen-

: tratron map of the ZO cm thlck (b'eam ‘width) plane In .

~ Table 2. Thé‘sum of 56 ray irrlegrals, in ppm-m2.”

i

sured path 1ntegra1 concentratrons agree wrth those

calculated from the. knged maps, consrdenng the many
drffenng factors between these'two. . A
_Asthe measured path mtegral concentratlons essen- o

. trally have a. certarn level of measurernent I7ors, the op-

timum B values were mcreased for the best reconstructrons

) ‘ compared to the srmulatron tests (Frgure 8). The B values .
© for'the lowest Value of o,

ranged frorn 2739 ~ 226 These

p!xel

. Bvalues were much hrgher compared to thosein the simu-

lation tests: whrch used the noise-free synthetrc data.

Therefore, the effect of the penalty terms in reducmg the

differences between nerghbonng pixel values was enlarged
as the B values: 1ncreased whrch resulted in reductron of ‘

i H e

‘wthepeakherghts oo e o |

-Forthe expenrnental CT reconstructrons, the S, val
ues usrng ART were lower than those usrng PWLS 1n the'
simulation tests Desprte the: extremely low o values

ray

B \observed ART apparently failed'to’ reconstruct the. orrgr-
nal 1mages in most cases, and the expenmental path inte- ' ‘

‘ gral concentratrons necessanly had a certain amount of

v ‘ART As Vanous B values were applled

‘ measurement eITorS (see Table 1) Therefore, we concluded
© .that there are many almost consrstent but wrong solu-
- tions usmg ART with the experlmental geometry due to ‘

the highly underdetermmed system b |
Because of the penalty function m the PWLS recon-

structron process, thrs mdetermrnacy problem was less than, - ;
'in the ART CT reconstructrons The o,

values of the CT -
reconstructrons usmg PWLS were hrgher than those usmg ,
the varratlons of.

[N

e Kriged ' SimulationTest = “ Measured . .~ 1% Expanment L
i Eiperimenl o Map ' t, ART =~ PWLS, . Ray* ... ART | ‘PWLS“ ‘
1 ‘ 767.3, Lf 767.3 7615 - 6650(867) 668.5 “" BRI 6630‘
L2, 3052 t 3052 3054 ‘ 3184(1043) 3184 ", ‘ 3151 . ‘ '*‘
3 655, ‘ 655.1 . 655.7 560.7 (85.6) '+ 8607 . - 5676
4 12156 T ‘1215.‘6 12160 ¢ 900.8{74, 1) ~900.7 ] . B8BS
5 4901 Lo 4901 4900 ‘ 3908(800) 3905 ! , + 3856

aanures in( ) mdncale the percenlage of 1he measured ray mtegrals lo those calculaled imm 1he kriged map Average of alt expenments was 86 A % ;
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the o, , values were larger in experimental PWLS-CT re-
[constructions relative to the simulation tests, probably
because the CT reconstructions were compared to the
kriged map, which does not reflect the “true” concentra-
tion profiles. :
Geometry Effects /'
The experimental geometry is fundamentally unsatlsfac-
tory, since it produces only 56 known variables (path in-
tegral concentrations) for the 195 unknowns (pixel
values). The ratio of the number of pixels to the number
of rays in this study was 3.5, and the number of projec-
tions was 4. Theoretxcally, the ratio of the number of pix-
els to the number of rays should be less than 1 for the
“perfect solution W1th a proper number of projection angles.
However, this is not achievable in real environmental situ-
ations due to practical limitations.

The beam path lengths were longer in thlS study
relative to those in other previous simulation studies356
In practice, it was necessary to make the path lengths
longer to create multiple intersected beam paths with a
single OP-FTIR scanning system. As the beam paths

became longer, the indeterminacy increased. The scan-, |

ning beam approach resulted in another unfavorable
condition: beam paths were not evenly distributed over
the whole plane. ‘ '

Another problem in this geometry was found from the
expenmental ray measurement data. Figure 9 shows the
. average beam path ¢oncentration for all path integral con-
centrations in a well-mixed condition. Average beam path

concentrations were expected to be about the same between.

‘neighbdring rays because SF, was well mixed. For this test,
SF, was released into the chamber for 2 min at an emission
rate of 2 L/min, then the chamber ‘was left with no me-
chanical ventilation. The path integral concentrations were
continuously measured after mixing started. Figure 9 shows
the beam path average concentrations of each ray which

were meastired 43-49 min after mixing started. Ray num-,

bers 12, 13, 27, 28, 40, and 41 showed higher concentra-
tion levels and were not consistent with the average
concentration of the room or with the adjacent rays. These
data were relatively constant during the full period of this
experiment. Therefore, it was believed that the measure-
ment for these ray numbers were biased. All these rays were
assumed to have short path lengths, which traveled only
from the FTIR to the flat mirrors or retroreflectors and back
to the FTIR. It was assumed that the cause of this bias was
misalignment rather than the characteristics of the beam
path (such as the beam divergence) because these errone-
ous high concentrations were not observed in ray num-
bers 55 and 56, which had quite similar configurations.
These discrepancies could be exp]ainedldue to mis-
alignment of the beam path. These IR beams mlght have

Volume 50 March 2000
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traveled to the opposite retroreflectors due tomisalignment
of the flat mirrors and the characteristics of retroreflectors.

‘ However, this bias could not be corrected for the CT recon-

structions because the fine adjustments of the flat mirrors
and retroreflectors were conducted for every experiment
for the best IR beam collection: It was impossible to iden-.
tlfy the error levels for path integral concentrations with
the concentration gradlent proflles Once the possible er-
ror sources are identified, they can be easily corrected. This
type of error can be eliminated by blocking the outside of
the IR beam source, or by correction of alignments for all
beams: This is, in practice, a non-trivial issue.

CONCLUSION

Five full room-sized chamber experiments were success-
fully completed in this study of CT reconstructions using
both the ART and PWLS algorithms. The beam geometry

was highly underdetermined in terms of both the num-

ber of rays and pro;ectlons This beam geometry was cho-
sen because it could generate a number of intersected beam
paths with the use of a single OP—FTIR scanning system
52 flat mirrors, and four retroreﬂectors

ART could not converge to the original images for
most measured concentration ptqﬁles However, the agree-

ment of path-integral concentrations between true and

cal¢ulated ones from the CT reconstruction was achieved

o
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. Figure 9. Average concentratlon of each path integral in the well-

mixed condition. The average concentratxon of each ray integral was
expected not to differ greatly between adjacent rays because the tracer
was well mixed for 43 min after releasing SF, for 2 min at an emission |,
rate of 2 L/min. Path integral data were coﬂected in series between 43
and 49 min. Ray numbers 12, 27, 40, and 55 are the short rays, which
were aligned o be reflected from the flat mirrors to the OP-FTIR directly.
Ray humbers 13, 28, 41, and 56 are the short rays to the retroreflectors
that were reflected to the CP-FTIR directly. High concentration levels ‘

. are assumed to have been caused by misalignment.
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nearly perfectly Thrs 1mp11es that whrle ART can match‘
the path rntegral concentratrons, it cannot reconstruct \

the onglnal images under hrghly underdetermined con-

drtrons wrth this. ray geometry ‘The CT reconstructrons ;

were srgmfrcantly 1mproved by PWLS whrch is structured

to encourage agreement between the path integral con-.

centrations and to drscourage drsparrtres among nergh-
borrng pixels: The general concentratron gradient patterns

were successfully reproduced 'I‘he peak locatrons were ‘,‘

correctly positioned in the PWLS CT reconstructions. A
notable feature of the PWLS- CT reconstructrons was a sig-
nrfrcant Teduction of hrghly rrregular noise peaks found

inthe ART-CT reconstructrons However, the peak heights
- were reduced in ‘the PWLS cT reconstructrons due to the
nature of the PWLS algorithm,. . . ‘

For the best agreement with the kriged maps, B, whrch: o

balances the tradeoff between the two conﬂrctrng goals

inthe PWLS algorrthm, was shown to fall in the range of . “

‘ 2’6 to 2-2.in 'the simulation’ tests and 2739 to 226 in the

experrmental CT. reconstructrons Although. mrnor arti- ' .
facts were observed, PWLS could successfully generate CT

reconstructrons in terms of peak locations and the con-
centratron gradrent patterns S
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