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ABSTRACT

Medical imaging has become an integral part of the clinical pipeline through its widespread use in the diagno-

sis, prognosis and treatment planning of several diseases. Magnetic Resonance Imaging (MRI) is particularly

useful because it is free from ionizing radiation and is able to provide excellent soft tissue contrast. However,

MRI suffers from drawbacks like long scanning durations that increase the cost of imaging and render the

acquired images vulnerable to artifacts like motion. In modalities like Arterial Spin Labeling (ASL), which

is used for non-invasive and quantitative perfusion imaging, low signal-to-noise ratio and lack of precision

in parameter estimates also present significant problems. In this thesis, we develop and present algorithms

whose focus can be divided into two broad categories. First, we investigate the reconstruction of MR im-

ages from fewer measurements, using data-driven machine learning to fill in the gaps in acquisition, thereby

reducing the scan duration. Specifically, we first combine a supervised and an unsupervised (blind) learned

dictionary in a residual fashion as a spatial prior in MR image reconstruction, and then extend this framework

to include deep supervised learning. The latter, called blind primed supervised (BLIPS) learning, proposes

that there exists synergy between features learned using shallower dictionary-based methods or traditional

prior-based image reconstruction and those learned using newer deep supervised learning-based approaches.

We show that this synergy can be exploited to yield reconstructions that are ≈ 0.5− 1 dB better in PSNR (in

avg. across undersampling patterns). We also observe that the BLIPS algorithm is more robust to a scarcity

of available training data, yielding reconstructions that are ≈ 0.8 dB better (in terms of avg. PSNR) com-

pared to strict supervised learning reconstruction when training data is very limited. Secondly, we aim to

provide more precise estimates for multiple physiological parameters and tissue properties from ASL scans

by estimation-theory-based optimization of ASL scan design, and combination with MR Fingerprinting. For

this purpose, we use the Cramer-Rao Lower Bound (CRLB) for optimizing the scan design, and deep learning

for regression-based estimation. We also show that regardless of the estimator used, optimization improves

the precision in parameter estimates, and enables us to increase the available ‘useful’ information obtained in

a fixed scanning duration. Specifically, we successfully improve the theoretical precision of perfusion esti-

mates by 4.6% compared to a scan design where the repetition times are randomly chosen (a popular choice

in literature) thereby yielding a 35.2% improvement in the corresponding RMSE in our in-silico experiments.

This improvement is also visually evident in our in-vivo studies on healthy human subjects.
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CHAPTER I

Introduction

Magnetic Resonance Imaging (MRI) uses strong magnetic fields and radio-frequency (RF) waves to gen-

erate high resolution, detailed images of tissues and other anatomy within the body. It has found widespread

use in clinical practice, owing to advantages like good soft tissue contrast, absence of ionizing radiation, and

its ability to capture a wide variety of physiological phenomenon through various techniques. It has found

use in the diagnosis of several disorders like: aneurysms of cerebral vessels, disorders of the eye and inner

ear, multiple sclerosis, spinal cord disorders, stroke, tumors, brain injury from trauma, etc. However, it does

not come without challenges. One very prominent hurdle associated with its use is the amount of time that

is required to acquire images. Some scanning procedures can last up to an hour, which involves confining

the subject to a cramped space for these durations. Not only does this prove to be a nuisance in terms of the

comfort associated with the process, the time costs associated with it also makes MRI an expensive procedure

for imaging. Another consequence of this caveat is that it cannot be used in situations requiring immediate

discernment.

In MRI, measurements are acquired by sampling the transversal spins in the object being imaged after

it is excited by radiofrequencey waves. Due to the application of spatially varying magnetic field gradients,

only spins at a certain resonant frequency can be sampled during acquisition– thereby enabling localization

of spins based on their spatial frequency. A consequence of this is raw MR measurements are in the fre-

quency domain, dubbed the k-space, unlike a lot of imaging modalities (X-Ray imaging, for example) where

acquisition happens in the image domain. The scan duration in MRI is dependent on the number of such

measurements obtained in the frequency domain. One way of reducing this scan duration is to acquire fewer

k-space measurements than that would be traditionally deemed necessary, i.e., adopting sub-Nyquist level

sampling. Furthermore, in MRI applications like cardiac imaging, that are aimed at capturing information

about phenomena which are dynamic in nature, acquiring fully sampled measurements may be impossible.

However, vigorous ‘undersampling’ entails losing out on information that is necessary for a ‘perfect’ re-

construction. Since reducing the scanning duration can lead to sacrificing the quality of the image being

acquired, there is a need for developing algorithms that allow for the reconstruction of clean images from

limited measurements.

The rising demand for information beyond qualitative assessment of medical conditions, to improve

healthcare on an individual level, has also become very apparent in recent years. An increasing number of

healthcare professionals are choosing to rely upon quantitative information about the health of their patients,

in lieu of generic indicators, for making more informed case-specific decisions towards precise monitoring,

diagnosis and treatment planning [14, 21, 33, 31].
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As such, quantitative imaging is poised to become an important tool for diagnosing and subtyping diseases

more precisely. One such category of quantitative imaging techniques targets brain hemodynamics, such as

perfusion and blood volume. Quantitative perfusion imaging, for instance, can play a critical role in the

diagnosis, prognosis, and assessment of treatment efficacy in cerebrovascular diseases. Some examples are

stroke, Alzheimer’s, multiple sclerosis, Moyamoya and other neurodegenerative disorders [12, 19, 38, 10, 17,

3, 16, 9, 2]. Traditional clinical practice involves the use of dynamic susceptibility-contrast MRI that requires

gadolinium-based contrast agents for imaging perfusion (passage of blood flowing through a blood vessel into

a tissue or region of interest), even though it introduces nuisances like: increased costs, inability to image

repetitively or frequently due to the need for tracer clearance, and in certain cases, the risk of nephrogenic

disorders.

Arterial Spin Labeling (ASL) MRI provides a viable alternative to such methods, owing to the fact that it

is a non-invasive, quantitative perfusion imaging technique that magnetically labels blood itself using radio-

frequency waves instead of relying upon contrast agents. But hemodynamic information only accounts for

about ≈ 1% of the total acquired signal in ASL imaging, which makes signal-to-noise ratio a significant

obstacle in getting good quantitative estimates. In ASL, low signal-to-noise ratio is a challenge that is tra-

ditionally overcome by averaging several acquired images. Again, such a solution inevitably increases the

time expended in generating ASL images, posing a problem. Another challenge is that parameter estimates

obtained using ASL suffer from a bias-variance trade-off, wherein improving the accuracy of the estimates

of perfusion or transit times through better modeling can lead to a loss of precision. This is because more

parameters (nuisance, or otherwise) typically need to be estimated in an improved model.

Our work in this thesis focuses on addressing some of the problems in both the aforementioned areas

by developing data-driven machine learning algorithms that allow for better reconstruction of MR images

from limited or sub-Nyquist sampling of measurements. On the MR-based quantitative perfusion imaging

front, we focus on optimization of ASL scan parameters for improved precision in estimates of perfusion and

related physiological parameters and tissue properties. The organization and contributions of the thesis are as

follows:

Chapter II briefly provides some background for the concepts that are pertinent to the algorithms that are

formulated and developed in the subsequent chapters.

Chapter III focuses on using MR Fingerprinting (MRF) to overcome the challenges resulting from single-

compartmental signal modeling in ASL, mainly in the form of inaccurate quantification of perfusion and other

hemodynamic parameters [68]. Though MRF allows for the simultaneous estimation of multiple parameters

through the use of an appropriate signal model, the two-compartment model for ASL signals accounts for 6-7

parameters. This complexity results in a significant loss of precision in estimates, and would greatly increase

the estimation time using traditional dictionary-search based estimation in MRF. We use neural network-

based regression as an alternative to reduce the estimation time, thereby improving the estimation time by

three orders of magnitude. However, since the loss of precision in estimates is a hindrance that is completely

independent of the estimator used, we adopt a Cramer-Rao Bound based optimization of the ASL labeling

durations to increase the amount of information available in a fingerprint about the underlying parameters

that generated it. We show that optimization makes a crucial difference in the viability of MRF-ASL as a

clinically implementable technique.

Chapter IV expands upon our proof-of-concept work in the previous chapter, by developing a single

multi-slice scan for MRF-ASL that, in a scan duration of 600s, allows for the simultaneous estimation of

perfusion, transit time and other relevant parameters. For this purpose, we explore Velocity Selective ASL
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(VSASL) pulses, which we show, using the CRB, has increased sensitivity to perfusion, when compared to

traditional pseudo-Continuous ASL (pCASL) pulses. Proper modeling of VSASL MRF signals also removes

interference from nuisance parameters like Magnetization Transfer Rate (MTR), but also requires inclusion

of inversion efficiencies in the signal model. Our in-silico experiments indicate that VSASL and MRF, when

combined, can provide both precise and unbiased estimates of hemodynamic parameters across the entire

brain, while also maintaining clinically feasible scan times. Our preliminary in-vivo results show promising

performance in perfusion estimation across several subjects using this method.

Chapter V introduces a novel dictionary learning method for combining supervised and blind learning in

the presence of limited training data, dubbed Super-BReD Learning. Our technique uses two dictionaries:

one learnt from uncorrupted data (supervised), and the other from corrupt data (blind), to jointly sparsify and

represent signals such as image patches. The dictionaries represent the data in a residual fashion, thereby

complementing each other. The algorithm shows promising performance in tasks such as denoising, as well

as inverse problems such as single-coil compressed-sensing MRI. Using Super-BReD Learning, we also

formulate a problem for denoising/quantifying ASL images from fewer acquired frames, in an attempt to

reduce the number of required averages to form clean images, which in turn reduces the scan duration.

In Chapter VI, we propose a method to extend the Super-BReD Learning framework to be able to ef-

fectively utilize training data (consisting of fully sampled reconstructions and corresponding undersampled

reconstructions) when available. Essentially, we examine a combined supervised unsupervised framework

involving dictionary-based blind learning and deep supervised learning for MR image reconstruction from

under-sampled k-space data. A major focus of the work is to investigate the possible synergy of learned

features in traditional shallow reconstruction using sparsity-based priors and deep prior-based reconstruction.

Specifically, we propose a framework that uses an unrolled network to refine a blind dictionary learning-based

reconstruction. We compare the proposed method with strictly supervised deep learning-based reconstruc-

tion approaches on several datasets of varying sizes and anatomies. We also compare the proposed method

to alternative approaches for combining dictionary-based methods with supervised learning in MR image re-

construction. The improvements yielded by the proposed framework suggest that the blind dictionary-based

approach preserves fine image details that the supervised approach can iteratively refine, suggesting that the

features learned using the two methods are complementary.
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CHAPTER II

Background

This chapter discusses some of the applications and general concepts that will be used in this thesis. We

briefly outline the concept of MRI, Compressive Sensing and its use in MRI, and Arterial Spin Labeling, an

MRI-based technique to non-invasively quantify perfusion.

2.1 Magnetic Resonance Imaging

MRI involves using a strong magnetic field (B0) to align the proton spins present in the hydrogen atoms

in the body (mostly in the form of water), and tipping them with the help of Radio Frequency (RF) waves.

From the perspective of classical mechanics, these spins then precess around the B0 field, and produce a

voltage/signal in a receiver coil which is recorded as a measurement. These measurements, however, are not

in the image or spatial domain, as is the case with imaging techniques like X-Ray radiography or photography.

Instead, these measurements are acquired in the frequency domain, known as k-space in MRI. Magnetic field

gradients in the x and y direction (dubbed frequency and phase encoding) are used to localize the k-space

frequency at which the measurement is being acquired. For 2D imaging, gradients in the z direction are

used to selectively excite the spins in a slab of the object being imaged. Once a sufficient number of k-space

measurements have been acquired, an image can be created by transforming the measurements to image

domain using the Fourier transform. In 3D or volume imaging, spins in the entire volume is excited instead

of a thin slab, and spatial encoding is performed by adding appropriate phase encoding in the z direction in

addition to the usual phase and frequency encoding used in 2D acquisitions.

2.2 Compressed Sensing MRI

Acquiring every k-space measurement necessary to reconstruct an MR image can be a time-consuming

process. Compressed sensing [61] allows for the reconstruction of a signal from sub-Nyquist level sampling

by exploiting knowledge of the sparsity of the signal in some domain. When presented in the form of a linear

inverse problem, this often involves inclusion of regularization of some form to the problem of solving for

a single plausible image amongst uncountable possible candidates that fit the acquired data. Compressed

Sensing MRI or CS-MRI formulates and solves the problem of reconstructing MR images from limited k-

space measurements [69]. If y is a set of k-space measurements obtained for the object being imaged, and the

MRI system matrix is A, this regularized inverse problem to reconstruct an image x̂ from these measurements
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is typically expressed as:

x̂ = argmin
x

ν‖Ax− y‖22 +R(x), (2.1)

where R is a regularizer that reflects the prior information about the reconstructed image. Several works

have investigated appropriate regularization for CS-MRI, ranging from TV regularization which penalizes

the smoothness of the reconstructed image using pixel/patchwise difference operators (based on the assump-

tion that naturally occurring images are smooth and not random), transform sparsity-based regularization of

wavelet coefficients of the image which uses R(x) = ‖Ψx‖1, (Ψ being a wavelet basis– essentially this fo-

cuses on recovery of significant wavelet coefficients by applying non-linear thresholding)) [69] to patch-based

learned sparsifying dictionary or transforms [95, 78], where the regularizer exploits the learned transform do-

main sparsity of reconstructed image patches, or assumes that patches in the reconstructed image can be

expressed as sparse linear combinations of the atoms of a learned dictionary:

R(x) = min
D,Z

‖Px−DZ‖22 + λ‖Z‖0, (2.2)

or R(x) = min
W ,α

‖WPx− α‖22 + λ‖α‖0. (2.3)

Here, (2.2) and (2.3) correspond to dictionary and transform-based regularization respectively. P is a patch

extraction operator, and W and D are the dictionary and transform matrices. These can either be learned or

fixed beforehand. α and Z represent sparse representation coefficients. Eqn. (2.2) adopts the synthesis model

that tries to express each patch in the image as the sum of a few fundamental components, while eqn. (2.3)

adopts the analysis model that posits image patches can be decomposed into a few significant coefficients if

an appropriate transform is applied.

The success of deep learning in domains like computer vision and image processing, and the availability

of pairwise training data (consisting of fully sampled reconstructions and corresponding undersampled re-

constructions) has ushered in the use of deep-neural networks in compressed-sensing MRI, where a majority

of techniques rely upon the richness of CNNs and GANs in their ability to learn features from training data.

Typically, in these algorithms, the output of a deep network is used to regularize the MRI reconstruction

problem, i.e., R(x) = ‖x − Vθ(x
′)‖22, where V is a deep CNN whose weights are denoted by θ, and x′ is

an initial estimate of the image being reconstructed, like a zero-filled reconstruction. These deep networks

are typically trained in a supervised fashion using pairwise training data consisting of a fully sampled ground

truth reconstruction as the target, and the corresponding undersampled reconstruction as an input to the net-

work (often, a zero-filled reconstruction is chosen for this purpose). Where such pairwise training data is not

available, generative adversarial networks are often used instead. In these settings, R(x) = ‖x−Gφ(x
′)‖22,

where G is a CNN trained using unpaired or partially paired training data, and an (additional) adversarial

objective, and φ are its weights, and x′ is an initial estimate of the image being reconstructed, like a zero-

filled reconstruction. [49, 58] Other than the reduced demands for fully-sampled training data, an advantage

of using GANs for regularized reconstruction is that they yield images that have more realistic texture.

The category of supervised algorithms that have found the most success in reconstructing MR images

from limited measurements are a class of algorithms called unrolled algorithms[128]. A trademark of such

algorithms is that they usually extend iterative approaches to image reconstruction to incorporate pairwise

training data. Usually, this involves replacing one or multiple stages in a single iteration of an image re-

construction algorithm by a deep CNN [45, 76, 64]. While, unrolled loop algorithms have demonstrated
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their superiority amongst supervised algorithms, and are often treated as the replacement to traditional prior-

based iterative reconstruction algorithms, there has been little investigation into whether features learned by

unrolled loop algorithms subsume those enforced in traditional priors like dictionary or transform learning

priors, or even Total Variation (TV)-based methods. This investigation will be a focus of our work in chapter

VI.

2.3 Arterial Spin Labeling

Brain perfusion (defined as the volume of blood delivered to a unit of tissue per unit of time) is a well

known indicator of tissue metabolism and function. As such, it is proving to be a powerful workhorse to study

brain function and gaining prominence as a clinical tool, but it is still an evolving technique. Arterial Spin

Labeling (ASL) [47] is an MR based quantitative, yet non-invasive perfusion imaging technique. It does not

require the use of tracer injections which have been known to cause complications in patients with nephro-

genic disorders, and have low repeatability due to the time taken for the tracer to exit the circulatory system.

The concept behind ASL is relatively simple: it is very similar to tracer injection perfusion measurements

(e.g., bolus tracking MRI, autoradiography, PET, etc.) except that, instead of injecting a tracer into the blood

stream and tracking its accumulation into the tissue, the tracer consists of the blood water in the arteries itself.

The tracer is created by inverting the magnetization of the blood in the arteries that feed the organ of interest

with a train of RF pulses. As this “labeled” blood flows into the tissue, it reduces the available magnetization

in the tissue. As a result, images collected downstream of the labeling location appear slightly darker. By

subtracting the labeled images from a set of control images, we can calculate the amount of blood that entered

the organ since the beginning of the labeling period. For example, in brain perfusion imaging, the most com-

mon use for ASL, the blood is labeled just before it enters the brain through the carotid and vertebral arteries.

After a brief delay (called post-labeling delay or PLD), which gives the labeled blood time to travel from the

location of labeling to the tissue of interest, a set of “labeled” brain images is acquired. Next, a second set of

“control” images is acquired identical to the first, except that this time, the labeling pulses do not invert the

blood magnetization at all, but simply serve as a control for any side effects of the labeling pulses (namely

magnetization transfer). The subtraction of these two images is roughly proportional to the perfusion rate

(see Fig. 2.1). If desired, one can acquire a time series of such image pairs to examine the brain’s activity

during a stimulation paradigm. Once a difference image (or a set of difference images with multiple PLDs)

has been acquired, it is usually fitted to an appropriate model to obtain images with physically meaningful

units. Such models often vary on the basis of the desired application, but usually describe the ASL signal

behaviour (difference, or otherwise) in terms of parameters like the perfusion, arterial transit time or bolus

arrival time, and blood and tissue T1 [66].

Most signal models used in ASL applications are either one or two compartments. In the single com-

partmental model, it is assumed that blood enters the voxel volume being imaged through an artery and the

exchange of water from the artery to the tissue is comprehensive and instantaneous, i.e., assuming a well-

mixed compartment at the imaging voxel. [5] Another (simpler and more popular) way of describing the ASL

signal in a single compartment model is through the convolution of the arterial magnetization function with

a product of the “residue” (also referred to as “retention”) function, and a magnetization relaxation function

The problem with single-compartmental modeling is that it often leads to overestimation of perfusion, and

fails when the bolus arrival times are short. This limitation is because it neglects the distinction between blood

relaxing the tissue and blood relaxing the arteries, even though the T1 corresponding to these are significantly
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Figure 2.1: A basic pseudo-continuous ASL experiment. The arterial water is inverted as it crosses a plane

through the neck prior to acquiring the “labeled” image. A second “control” image is acquired without the

label. The subtraction of these two images yields a perfusion weighted image.

different.

Two compartmental modeling corrects for such issues by introducing an additional compartment in the

model, where the arterial blood enters before perfusing into the tissue. The fraction of blood in the voxel that

the arterial compartment accounts for is explained by a new parameter called the blood volume fraction [29,

44, 4, 6, 28]. The magnetization in the arterial and tissue compartment also relaxes separately. There are also

other variations of the two-compartment model, where there is no exchange between the two compartments.

Usually in such models the artery branches into two components: one component feeds blood into the tissue

compartment and is absorbed in entirety, and a non-permeable pass-through arterial component, where there

is no interaction with the tissue compartment. Fig. 2.2 depicts the one and two compartment models.

The main variations of ASL have to do with the labeling scheme. One could label a large segment of the

neck region with a single pulse, as in the case of Pulsed ASL (PASL) techniques [52], or one could apply a

long pulse (or a train of pulses) at a thin slice through the neck that labels the blood as it flows through it,

as in the case of continuous and pseudo-Continuous ASL (pCASL) [55]. More recently, “velocity selective”

techniques (VSASL) [53] have been developed such that only moving spins are labeled, regardless of their

spatial position.

Regardless of the variations involved, a common theme that has plagued ASL techniques is the poor

signal-to-noise ratio (SNR) that results from the difference image accounting for only about 1% of the total

signal in a label or control image. To compensate for this shortcoming, the traditionally adopted solution

is to acquire several label-control pairs for the same PLD, and averaging them to boost the SNR. This ap-

proach however, requires additional scanning time which can be inconvenient, and also renders this technique

susceptible to artifacts such as patient motion, and necessitates additional strategies during acquisition or

post-processing of these images. In a similar vein, another problem is associated with ASL is the accuracy-

precision trade-off, which is rooted in the assumption that certain modeled parameters that influence the ASL

signal can be held to literature values everywhere in a region of interest. Some of the work presented in this
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Figure 2.2: ASL signals are typically described using one or two compartmental models. While both the

second and third figure in this model are two compartment, the first considers exchange between the arterial

and tissue compartment, while the latter considers pass-through effects in the arterial compartment.
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thesis aims at addressing this issue.
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CHAPTER III

Optimizing MRF-ASL Scan Design for Precise Quantification of Brain

Hemodynamics using Neural Network Regression
1

3.1 Introduction

Quantitative imaging of tissue properties is gaining increasing prominence in the diagnosis, prognosis and

treatment planning of several diseases, e.g., [14, 21, 33, 31]. Moving beyond the variations associated with

qualitative intensity-based imaging allows gleaning information focused on the physiological phenomena

being investigated. In the context of cerebrovascular disorders, quantitative perfusion imaging has found

several applications [12, 19, 38, 10, 17, 3, 16, 9, 2]. Typically, quantitative imaging of perfusion involves

gadolinium-based contrast enhanced MRI, which suffers from lack of fast repeatability and risks involved in

cases of subjects with nephrogenic disorders [37, 32].

Arterial Spin Labeling (ASL) [11] provides an alternative to contrast agent based MRI by magnetically

labeling blood flowing into organs or tissues of interest. ASL temporary inversion of the spins present in

flowing blood upstream of the organ under scrutiny, by applying radiofrequency (RF) magnetic pulses. These

inverted spins then behave like an endogenous tracer that is detectable after it perfuses into the tissue in the

relevant organ shortly afterwards. ASL is non-invasive, non-toxic, quickly repeatable and has a much simpler

workflow than contrast enhanced MRI. However, ASL images are limited by low spatial and temporal signal-

to-noise ratio (SNR) [30, 39, 7]. This drawback is more pronounced in white matter, where traditional ASL

methods perform poorly[36]. Estimating perfusion using ASL requires knowledge of a number of tissue

properties or hemodynamic factors that are usually fixed to literature values. In reality, some of these (tissue

T1 for example) vary significantly from region to region. Fixing these parameter values can lead to significant

biases in perfusion estimates and efforts to estimate such factors from separate scans can be undesirably time-

consuming

MRF is a recently developed technique [24] that estimates multiple hemodynamic parameters and tissue

properties simultaneously from a single acquisition. This approach improves accuracy at the possible expense

of precision in estimates. Nevertheless, information accrued from the additional estimated parameter maps

may aid understanding of physiological conditions. MRF utilizes transient signals obtained by varying imag-

ing parameters such as the repetition time (TR) or flip angles as identifiers for the underlying physiological

factors. If precise information about all the parameters that affect the ASL signal were available beforehand,

such transient signals would not be necessary to obtain information about perfusion, and averaging multiple

label and control images obtained using the same labeling duration followed by fitting the difference of the

1based on work in [68]
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average images to a model would be sufficient to obtain estimates of perfusion. However, as mentioned be-

fore, obtaining such information separately can prove to be costly, and using MR Fingerprinting allows us to

glean additional information about hemodynamic parameters and tissue properties from the same scan using

multiparametric estimation.

A standard approach to multiparametric estimation using such a technique involves searching through

‘dictionaries’ consisting of signals generated by feasible combinations of parameters, in a Maximum Like-

lihood manner. In an ASL based fingerprinting [35, 41] setting, the observed signal depends on several

parameters (typically 5-7), presenting a considerable challenge to precise estimation. For example, with

more parameters to estimate, it becomes difficult to maintain and search a ‘fine’ dictionary. Specifically, [35]

reports a 2 hr estimation time for a single slice, with a dictionary quantization of 6mL/100g/min for perfusion.

As an alternative, this work uses a regression-based estimator to generate predictions from fingerprint

data. While the use of regressors for MRF-based estimation has become more prevalent recently [27, 8], our

preliminary work [20] was the first to investigate neural network regression for ASL Fingerprinting, where

there are considerably more parameters to estimate. Estimation using neural network regression allows for

much faster estimation, and overcomes quantization error.

Regardless of the estimation technique used, if the ASL fingerprints themselves are insufficiently sensitive

to the underlying parameters, then estimates obtained from them will lack precision. Thus, the first goal of this

paper is to increase the information conveyed by fingerprints. This is done using Cramer-Rao bound based

optimization of scan parameters in ASL. An example of such scan parameters are the labeling durations in the

scan. While there has been some work on optimizing scan-design for MR sequences in quantitative imaging

[26, 43], and even specifically in ASL [42, 40], our work is the first to investigate it in an ASL fingerprint

setting. While most other pertinent methods focused on providing precise results in regions of gray matter,

we use a cost function having a comprehensive uniform prior. This enables precise estimation over a wide

range of feasible parameter values, including white matter or potential anomalies. We also constrain our

optimization procedure to adhere to a fixed scan time for practicality. The primary focus of our work is to

establish the need for scan design optimization regardless of the estimation technique involved. Through our

work, we establish that optimized scan design coupled with regression-based estimation should further the

transition of ASL Fingerprinting to clinical use.

The rest of the paper is organized as follows: Section 3.2 introduces the ASL signal model used in this

work. This model, along with a Cramer-Rao bound based cost function, is used to optimize our scan design.

Next, we design a neural network regressor for estimating hemodynamic parameters and tissue properties.

The neural network is trained using fingerprints simulated with a combination of the optimized scan design

and the described model. We also devise a post-processing technique to mitigate nuisance effects in our

acquisitions. Thereafter, we describe the creation of in-silico datasets to test the performance of our methods,

as well the methods we compare to in our work. We then describe the in-vivo experiments we performed in

the validation of our designed methods. Section 3.3 shows the theoretical predictions of the performance of

our scan design, as well as the results of comparisons in-silico and in-vivo with other methods, namely two

other MRF ASL scans found in literature and multi-PLD ASL. Section 3.4 elaborates upon these results and

the inferences we draw from them. Section 3.5 describes our conclusions.
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3.2 Methods

3.2.1 ASL Signal Model

To describe the ASL signal in the brain for scan design optimization and parameter estimation, we used

the two-compartment model depicted in Fig. 3.1. Although the single compartment model introduced in [5]

has been the de-facto standard in ASL literature in the past, several works [29, 44, 4, 6, 28] have raised is-

sues of oversimplification associated with single-compartment modeling, and have adopted two-compartment

models. For ASL fingerprinting, such models have been highlighted in [41, 34]. Our chosen model for the

ASL signal consisted of separate compartments for blood in tissue and arteries, as well as additional provi-

sions to incorporate Magnetization Transfer 2 effects. In the model, magnetically labelled blood flows into

the arterial compartment through the arterioles, and perfuses into the tissue compartment therein. The Cere-

bral Blood Volume fraction (CBVa) determines the portion of the acquired signal to which each compartment

contributes, and T1 relaxation of blood and tissue is accounted for in the signal description. The longitudinal

magnetization of the tissue compartment thus evolved as:

dMtis(t)

dt
= −M0

tis −Mtis(t)

T1,tis
+ f ·Mart(t)−

f

λ
·Mtis(t)−Km(t) ·Mtis(t), (3.1)

where Mtis and Mart represent the magnetization in the tissue-compartment and the arterial compartment

respectively, λ is the blood-brain partition coefficient, Km is the Magnetization Transfer rate (MTR), f is the

rate of perfusion. Here, T1,art is the arterial relaxation time, and T1,tis (truncated to T1 in later sections) the

relaxation time of tissue. The input to the arterial compartment was determined by a labeling function, that

is described in eqn. (3.2). The arterial magnetization was described using an input or labeling function as

follows:

Mart(t) = 1− 2 · α · inp(t) · e−
(t−δ)
T1,art , (3.2)

where α is the inversion efficiency, δ is the Bolus Arrival Time (BAT), and

inp(t) =







1, for labeling pulses

0, otherwise.

The total longitudinal magnetization was thus described as the sum of the contributions of the two compart-

ments:

M(t) = CBVa ·Mart + (1− CBVa) ·Mtis, (3.3)

where CBVa is the Cerebral Blood Volume fraction described earlier. The observed ASL-MRF signal, M(t)·
sin(β), where β is the flip angle, was sampled at the time(s) of acquisition, which were dictated by the scan

schedule. We used signals generated using this model for both optimization of scan design as well as for

training the neural network estimators. For the purposes of our work, the values of λ and α were set to 0.9

and 85% respectively.

2“Magnetization Transfer (MT) is the physical process by which macromolecules and their closely associated water molecules cross-

relax with protons in the free water pool.” http://mriquestions.com/magnetization-transfer.html
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Figure 3.1: Two compartment ASL signal model used for both optimization and estimation. The unknowns

in the model were: perfusion from the arteriole to the tissue, arrival time of the labeled blood bolus at the

arteriole, the magnetization transfer rate, the arterial blood volume fraction, and the relaxation time of water

in tissue.

3.2.2 Pulse Sequence

In ASL Fingerprinting, each repetition time (TR) in the sequence consists of a labeling period (Ttag), post

labeling delay (Tdelay), followed by a small period for signal acquisition (Taq), (ideally instantaneous, but

usually accounted for) and a period for adjustment (Tadjust) before the next label/control occurs. Every pulse

in the sequence can either be a label, control, or ‘silence’ (‘silence’ describes acquisitions where there is no

RF excitation at all in the ASL preparation phase). In this work, we vary the TR by changing the labeling

durations, while holding all other parameters of the pulse sequence fixed (Tdelay = 55ms, Taq = 32.4ms,

Tadjust = 50ms). The TRs in our sequence were varied to generate a signal that is informative of the underlying

parameters. Section 3.2.3 describes how we optimized the aforementioned labeling durations by picking from

a set of candidate schedules. The label-control order (also referred to as the ‘label order’ later) was pseudo-

randomized, but had approximately equal numbers of label, control and silence pulses. We ensured that the

total duration of the scan was fixed regardless of the number of pulses, or the duration of individual TRs. This

fixed total duration was discretionary. Here, we acquired 700 images for our fingerprint, with a total scan

duration of 600s for a single slice.

3.2.3 Optimization with CRLB

A major focus of our work was to investigate the benefits of scan design optimization in ASL Fingerprint-

ing. From an information theoretic standpoint, the total information present in a signal about the underlying

parameters that generated it is independent of the estimator used to quantify the parameters themselves. For

example, in a regression-based estimation framework, if the signals (or ‘fingerprints’) themselves are too

correlated, corresponding estimates will be imprecise. This is regardless of whether kernel methods or neural

networks are used. In an effort to make our fingerprints more informative or sensitive to parameters like

perfusion or BAT, we used the Cramer-Rao Lower Bound (CRLB) to optimize the scan design parameters

(namely, the labeling durations).

The CRLB represents the minimum variance in estimates that any unbiased estimator can achieve, for a

particular signal model and noise level. We focused on magnitude image data and modeled the noise as real

additive white Gaussian noise (AWGN) with standard deviation σ (empirically calculated to be 0.01, which

was low enough to justify the assumption of Gaussian noise in regions with sufficient SNR). Our signal

model was s(θ; ν) : (Rp × R
l) → R

t, where θ ∈ R
p represents the p hemodynamic parameters of interest,

and ν ∈ R
l are the l scan parameters for a scan with t time points. The CRLB is expressed as the inverse

of the Fisher Information matrix. Fisher Information describes the amount of information conveyed by an

13



observable random variable about the parameters that generated it. It can be considered to be a measure of

sensitivity of a signal to underlying parameters and is expressed as the p× p matrix:

F(θ; ν) =
1

σ2
· [∇θs(θ; ν)]

T [∇θs(θ; ν)], (3.4)

where we calculated the signal gradient matrix, ∇θs(θ; ν) ∈ R
t×p numerically at each time point using

Newton’s central difference method3. To design a ‘good’ fingerprinting sequence, we optimized over a set

of feasible scan design parameters ν ∈ V , which in our case were the labeling durations. For generating

the fingerprints, we only varied the TRs, and fixed the flip angles nominally to 90° instead of varying it

across acquisitions, which is more common in MRF literature. The reason for this is that the TRs used in our

fingerprints are usually longer in duration, and as a result, the longitudinal magnetization– which is of interest

in ASL, diminishes significantly, and the entirety of this magnetization needs to be sampled in the transverse

plane during acquisition. In our optimization, we minimized our design cost function at a representative

collection or set of true parameter values, Θ. These values were spread uniformly over a range. We picked

our ‘optimized’ labeling schedule as the one that, among all others in the feasible set V , minimized the

following cost function:

ν̂ = arg min
ν∈V

1

|Θ|

∑

θ∈Θ

Tr

(

W ·
(

|F−1(θ, ν)|0.5 ⊘N(θ)
)

·W
)

, (3.5)

where ⊘ denotes Hadamard division, W is a diagonal weighting matrix assigning priority to each hemo-

dynamic parameter in the cost function, |Θ| denotes the number of points at which the normalized standard

deviation is evaluated in the cost, and N(θ) = (θ0.5)(θ0.5)T is a normalization matrix that is divided element-

wise into the inverse Fisher Information matrix.

We used exhaustive search to minimize the design cost function (3.5) to ensure that our optimized scan

yields precise estimates over the set Θ of ‘ground truth’ parameter values. Minimizing the above expression

is tantamount to minimizing the average normalized standard deviation of parameter estimates, weighted

appropriately, over a set of ground truth parameter values. Using normalized standard deviation bypasses

having to combine variances of different values and units, and emphasizes cases when the standard deviation

is comparable to the ground truth parameter value. For our experiments, we assigned twice the weight to

perfusion precision as to all the other parameters in the cost function, which were weighted equally (this is

done by manipulating W ). The cost was evaluated numerically. For the optimized scheme to function well

even at values seen in pathological conditions, we used an adequately large feasible range for Θ. Specifically,

the parameter ranges we used were: 12-90 ml/100g/min for perfusion, 0.002-0.03 for CBVa, 0.36-1.7 s for

BAT, 0.01-0.03 s−1 for MTR, 0.3-3.3 s for T1 and 54-112 degrees for flip angles. |Θ| was picked to be 50

during labeling schedule optimization, and 75 during label order optimization and 250 for final evaluation

of the designed scan. These points were picked using a uniform random distribution on the range for Θ

described earlier. |Θ| was set to a lower number during optimization because increased number of parameter

space evaluations would increase optimization time. We chose a uniform random distribution for the points

to capture a wide variety of anomalous behaviour.

The set of feasible candidate labeling schedules, V , consisted of ASL timing sequences with variable

labeling times but fixed pre and post labeling delays. Thus, TR was allowed to vary depending on the labeling

duration. As shown in Fig. 3.2, each labeling schedule (essentially a collection of labeling durations) in this

3∇θs(θ; ν) =
s(θ+h)−s(θ−h)

2h
∈ Rt for a single parameter θ
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Figure 3.2: The red dots depict the feasible points for interpolating between or exploring the labeling space.

The blue squares depict the label durations for the five interpolation points that, once scaled, leads to our

optimized schedule. The green line depicts this scaled, best (among other candidates) schedule.

set was described using a linear interpolation between 5 points in the ‘labeling space’. These points were

spaced at a regular number of frame intervals (here, 175). Candidate schedules were created in a ‘connect-

the-dots’ fashion from the resulting grid of points in the labeling space, as depicted in Fig. 3.2. The total

number of feasible schedules in this case is 115. We chose linear interpolation as it allowed us to explore

this labeling space effectively. It also allows for flexible finer sampling of the labeling space upon increasing

the number of interpolation points or possible labeling durations. Albeit, this refinement would require more

optimization time. Feasible schedules were scaled to be a fixed total duration (or scan duration), before the

cost function was evaluated. Because there is a trade-off between sacrificing scan duration and sacrificing

precision, the total duration may vary based upon the required precision. For our work, the scan duration is set

to 600s. Acquiring a small number of images for this total scan duration would create labeling schedules with

unreasonably long tagging times, while acquiring a large number of images increases memory and storage

overhead. Under these considerations, we choose to acquire 700 images. Fig. 3.2 also depicts the optimized

scan. Having obtained an optimized labeling schedule, we further minimized the predicted precision of flow

estimates by trying several pseudo-random label-control-silence schedules while maintaining that the number

of each are equal in our schedules. In section 3.3.1, we compare the theoretical performance of this labeling

schedule to two others commonly encountered in MRF literature, with |Θ| set to 250. While the neural

network-based estimation framework described in section 3.2.4 may provide biased estimates, these CRLB

predictions serve as a useful indicator for the performance of a schedule in terms of precision in estimates

obtained from it. We also note that given the non-convexity of the optimization space, and our use of discrete

search in solving the problem, the resulting scan cannot be dubbed ‘optimal’. However, it should perform

better than the other evaluated candidates. Because it is the result of our optimization, we call the output

‘optimized’ ASL-MRF scan.

3.2.4 Estimation with Neural Networks

We used a neural network based framework to estimate 5 hemodynamic properties of relevance in our

model. Namely, these were the Perfusion f (CBF), the Bolus Arrival Time (BAT) or δ, the Cerebral Blood

15



Volume in artery (CBVa), Magnetization Transfer Rate (K), and the tissue relaxation time, henceforth called

T1 for simplicity. Additionally, we also estimated a field map of the Flip angles enacted by the scanner.

Separate neural networks were used in the estimation of each parameter. The reason for moving away from

the combined neural network framework used in our previous work [20] is to avoid the need for the relative

weighting of targets during network training. Table 3.1 provides the architectural specifications of the net-

works used. The neural networks were chosen from a small set of candidate networks. When choosing, the

performance of these was tested using three validation datasets similar to the simulated phantom described

in section 3.2.6.1, but with different ground truth values. Some of the networks required fewer nodes/layers

than the others. This may be because of the varying degree of non-linear dependence of the fingerprints on

different parameters.

Parameter Depth Architecture (nodes per layer) min value max value

Perfusion 3 10-10-10 0 mL/100g/min 90 mL/100g/min

CBVa 3 10-10-10 0 0.015

BAT 2 10-5 0.3 s 3.0 s

MTR 4 10-10-5-5 0 s−1 0.03 s−1

T1 1 20 0.33 s 3.33 s

Flip 1 20 48° 112°

Table 3.1: Description of the neural network architectures used in estimating hemodynamic parameters in our

signal model, as well as the respective maximum and minimum values of the ranges used in the training data.

The ‘Architecture’ column provides the number of nodes in every layer, separated by hyphens, starting from

the input. Each node in the network learns a weight and a bias during training. The input to the networks are

fingerprints generated from our designed optimized sequence, which has 700 frames.

To train our networks, we used 6× 106 samples of synthetic fingerprints generated from the model described

in section 3.2.1, with added real white Gaussian noise with standard deviation 0.01, along with the corre-

sponding generating parameters (Fig. 3.3). The same training dataset was used across all neural networks.

We used an independent uniform prior on values of each parameter for generating this data. The associated

parameter ranges are also depicted in Table 3.1. We selected the ground truth parameter values for training

signals from independent uniform distributions. We did this in hopes that the trained network can perform

well at estimating possible anomalies in combinations of hemodynamic properties. (For example, elevated

arterial transit time, but normative perfusion etc.) Each signal was normalized by the value of the first frame

in the fingerprint. We applied the same process to signals obtained from the scanner, thereby ensuring consis-

tency during testing and training. The cost function used to train the neural networks was Mean Square Error,

the optimizer associated was ADAM [18], and the non-linearities were implemented as ReLU-s. Training

times for the networks were roughly 15 − 20 mins. Once trained, the network was tested on a gamut of test

datasets described in section 3.3.
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Figure 3.3: Diagram depicts a neural network regressor used as an estimator in our work, in the training

stage. The targets for the training and the inputs are related through the forward model depicted in Fig. 3.1

with additive noise. Separate networks are trained for the different unknowns in the model. Once trained, the

estimators can predict the generating parameters for a new fingerprint.

For training, we used simulated noisy fingerprints from the signal model instead of real (empirically

obtained) fingerprints for two reasons: (i) ground truth estimates for real data are difficult to obtain. In

a wide-scale multiparametric setting such as ours, they would suffer from granularity owing to the use of

dictionary based methods in calculating the ground truth for training. They may also be biased because they

were obtained from non-MRF techniques (ii) limited availability of real training data would pose a significant

risk of overfitting neural networks (especially deeper ones).

3.2.5 Signal Preconditioning

Presence of scanner drift or cardio noise and breathing can cause severe distortions in the fingerprints

from the hypothesized model [23, 15]. However, the labeling scheme modulates the perfusion information

into the high frequency bands of the fingerprint signal similar to [22, 25]. This property, combined with

the fact that the aforementioned nuisances generally manifest as low frequency components, motivated us

to high-pass filter the fingerprints (both during training and testing) of the neural networks associated with

perfusion, bolus arrival time, magnetization transfer rate and the cerebral blood volume fraction. We applied

a 4-th order Butterworth filter with a cutoff at 0.05 Hz (when assuming the fingerprint was sampled at 1 Hz)

for this purpose.

3.2.6 Data Collection

3.2.6.1 Simulated Anthropomorphic Pathological Phantoms

We synthesized a set of test data from hemodynamic parameter maps that closely reflected the corre-

sponding spatial distributions in a digital phantom generated from standard gray and white matter maps

(SPM12) [13]. We then introduced regions of abnormally elevated and reduced perfusion to it to quantify the

performance of our methods on a range of normative and pathological parameter values. Real AWGN with

standard deviation 0.01 was added to the fingerprints after generation. When estimating perfusion, CBVa,

and BATs, the data was high-pass filtered as explained in section 3.2.5. Fig. 3.4 compares the predictions

with the corresponding ground truths.
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Figure 3.4: Performance of proposed neural network based estimation on the simulated dataset described

in section 3.2.6.1. The first column depicts the predictions from the networks, while the second shows the

corresponding ground truth parameter images. The third column are ’truth-vs-predicted’ scatter plots of the

former columns.

3.2.6.2 In vivo experiments

In-vivo data was acquired on a 3T General Electric MR750 scanner. The imaging parameters were: a

single slice placed above the ventricles, single shot spiral readout, nominal resolution = 3.5×3.5×7 mm3,

matrix size = 64 × 64, bandwidth = 125 Hz and TE = 5ms, FOV = 240 mm. We tested our methods on

data acquired from six human subjects. For four of these subjects, we also acquired data with two other

MRF-ASL scan designs (similar to the ones used in [35, 41] and described in more detail later. See Fig. 3.5).

We compared our optimized scan design to them using similar estimation techniques (same neural network

architecture and training target distribution in Table 3.1). Our goal was to show the benefits of labeling

sequence optimization in ASL fingerprinting. For ‘random scan’, we sampled the labeling durations from

a uniform random distribution, while in ‘decreasing affine scan’, the durations decrease linearly with the

image index. Both schemes were designed to be 700 frames and 600s long, and are collectively described

as reference ASL-MRF scans later in this text. The metric for this comparison was the normalized standard

deviation of parameter estimates obtained from the numerical CRLB evaluation described in section 3.2.3.

For all six subjects, we also performed a 409s multi-PLD ASL [40, 1] experiment with 40 PLDs, involving

a single average over label-control pairs at each PLD. The post-labeling delays were chosen according to the

protocol presented in [40]. No arterial suppression was used. The CBF, CBVa, BAT and T1 maps obtained

from these were compared to those from our methods. We fit the signals to a single compartment model in

order to obtain CBF, BAT and T1. For fair comparison, we also fit these signals to a two-compartment model
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Figure 3.5: Two commonly used scan designs in MRF-ASL literature that we compare our optimized scan

design to in this work. For ‘random scan’ (here, subopt. scheme 1), we sampled the labeling durations from

a uniform random distribution, while in ‘decreasing affine scan’ (here, subopt. scheme 2), the durations

decrease linearly with the image index.

to account for the arterial signal and also estimate CBVa, as in the proposed MRF method.

We used a two-stage estimation technique to generate quantitative parameter maps from the multi-PLD

data. In the first stage, we estimated the tissue T1 and M0 maps at every voxel by applying a least squares

fit using the model in eqn. 3.1. For this stage, all other parameters in the equation were fixed to nominal,

or where applicable, normative values. Next, the entire process was repeated for estimating the CBF, CBVa

and BAT at each voxel (only CBF and BAT for single compartment estimation), but using M0 and T1 values

obtained in the previous stage. The MTR and flip angles were held fixed throughout.

3.3 Results

3.3.1 Optimized Scan Design

We compared the predicted performance of our optimized scan design against two reference ASL MRF

scan designs described in section 3.2.6.2. Table 3.2 lists the predicted normalized standard deviation in

estimates of each parameter for all three labeling schemes, and the total weighted design cost associated with

each scheme. Of the 115 schedules evaluated, 371 were within 3% of the total cost. Of these, 150 schedules

followed a similar pattern to the schedule with the minimum cost. While the other scans within the 3%

margin were very different from the minimum-cost scan, these could also be grouped to be similar to ≈ 4−5

different scan designs.
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Parameter
normalized std deviation (%)

optimized scan random scan decreasing affine scan

Perfusion 46.4 51.0 46.1

CBVa 17.2 21.9 19.5

BAT 1.3 2.1 1.6

MTR 121.1 124.2 137.1

T1 0.6 0.4 1.1

Flip 0.4 0.2 0.8

Cost 233.4 250.8 252.3

Table 3.2: Predicted normalized standard deviation of parameter estimates (in %) for ASL-MRF labeling

schedules used in our comparisons. The last row shows the overall weighted design cost associated with each

scheme based on eqn. (3.5).

3.3.2 Simulated Anthropomorphic Pathological Phantoms

Fig. 3.4 depicts the estimated maps from the Anthropomorphic Pathological phantom simulation, and

the corresponding ground truth parameter images in the first two columns. From these images, we also

generated ‘truth vs predicted’ scatter plots for each estimated parameter map to better visualize the accuracy

and precision of our methods, shown in the third column of Fig. 3.4. For a more quantitative evaluation

of the performance of our methods, Table 3.3 shows the correlations between the voxel values of the truth

and estimated parameter maps, across multiple scan designs. The corresponding root mean squared errors

(RMSEs) are provided as well.

Parameter
optimized scan random scan decreasing affine scan

Corr. (%) RMSE Corr. (%) RMSE Corr. (%) RMSE

Perfusion (ml/100g/min) 86.7 11.2 71.9 17.3 68.2 15.48

CBVa 86.7 1× 10
−3 80.0 2× 10−3 81.6 2.6× 10−3

MTR (s−1) 98.4 0.003 95.4 0.009 0 0.045

BAT (s) 91.7 0.14 90.0 0.18 89.1 0.19

T1 (s) 98.6 0.015 99.6 0.016 98.0 0.029

Flip (rad) 99.7 0.029 98.6 0.009 84.7 0.062

Table 3.3: Correlation (in %) and RMSE (units in the parameter column) of each estimated parameter map

with the corresponding ground truth map in the anthropomorphic digital phantom.

3.3.3 In vivo performance

It took approximately 1s to estimate each 64 × 64 parameter map for the MRF methods using the des-

ignated neural networks for the task on a 12GB NVIDIA Titan X Pascal GPU. The two stage fit for the

multi-PLD data required approximately 1200s to estimate four 64 × 64 maps on a Intel Xeon E5-2650 with

40 cores. Fig. 3.6 compares the six estimated maps from a single human subject across all evaluated tech-

niques. To gauge a sense of agreement between two-compartmental estimates from regression based ASL

Fingerprinting and multi-PLD methods, Fig. 3.7 compares the mean gray matter CBF, BAT and CBVa across
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Figure 3.6: Comparison of the parameter estimates from various tested methods for a single subject. None of

the methods used any spatial smoothing of the estimated maps or the ASL signal volume.

the six subjects, as well as the associated average T1s for both gray and white matter using scatter plots.

Fig. 3.8 shows a ‘goodness-of-fit’ comparison between the acquired signal and a ‘synthetic’ signal produced

from the modeled equations (3.1)-(3.3) averaged over a region of interest. The synthetic signals were obtained

by passing the parameters estimated from the neural networks through the ASL signal model.

3.4 Discussion

This work established a CRLB based optimization method for labeling durations for improving the infor-

mation within an MRF-ASL scan, as a means to get more precise estimates from it for a fixed scan time. This

enables us to ‘get the most’ out of available scan time, and is of particular importance because of the trade-off

between total scan time and precision of estimates, regardless of the estimator. Of course, it would be possible

to reduce the scanning duration at the expense of overall precision. We adopted a neural network regression

based estimation framework to avoid the granularity/imprecision of dictionary-search based estimators for

problems with many parameters like ASL-MRF. The methods provided estimates for six parameters in both

gray and white matter regions in the brain. We validated our methods in silico using a simulated anthropo-

morphic phantom, and in vivo against a multi-PLD method as well as two reference ASL-MRF scans. For

easy comparison with ‘state-of-the-art’ MRF ASL, ‘decreasing affine scan’ was very similar to the Perlin

schedule used in [35], but comparatively yielded lower predictions of normalized standard deviation, while

‘random scan’ was similar to the one used in [41]. In most cases, the CRLB predictions were reflected in the

performance of various methods in a relative sense. The following subsections elaborate on our observations
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(a) (b)

(c) (d)

Figure 3.7: Scatter plots of slice-wide average estimates from optimized MRF vs multi-PLD of: (a) gray

matter CBF, (b) gray matter BAT, (c) gray matter CBVa and (d) gray (blue dots) and white (red dots) matter

T1.

from section 3.3.

3.4.1 Optimized Scan Design

From the predicted standard deviations in Table 3.2, it is apparent that the optimized scan either at least

performs comparably, or outperforms the other two at precisely estimating all relevant parameters. We note

that while the improvements in the predicted standard deviations of parameter estimates using the CRLB are

not astonishing, it might not be fair to translate these predicted values into indicators of performance. This

is because the CRLB is evaluated at an ensemble of ground truth parameter values some of which may be

very difficult to estimate. As explained in subsequent sections, the performance of our optimized scan is

shown to be significantly better than reference scan designs across several metrics and datasets. In particular,

the overall cost function for the optimized labeling schedule is significantly lower than that for the others.

This hints its potential for improved precision at jointly estimating all the modeled dependencies in the ASL

signal. The MTR parameter contributes significantly to the overall variance of estimates, but incorporating

it into our model may provide additional information about tissue health and reduce bias in estimates of

perfusion. We also find that while a lot of variation in the labeling durations can help in the estimation of T1

and Flip angles, it can be detrimental when attempting to estimate Perfusion (CBF), Blood Volume Fraction

(CBVa) or Arterial Transit Times (BAT). Importantly, some of the predicted normalized standard deviations
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are very high even after optimization, but this is because the reported CRLBs are the average value over a

very broad range of parameter combinations. Many of these yield little ASL signal under any acquisition

scheme (consider a voxel with very low perfusion and long transit time); the method performs significantly

better (normalized std. dev. of perfusion estimates decreases to 22.5% , while that of MTR is 13.6%) when

evaluated over a smaller, more normative range. (This normative range was ±2.5% around ground truth

perfusion 60 mL/100g/min, BAT 1.2s, CBVa 0.01, MTR 0.01s−1 and T1 1.4s )

3.4.2 Simulated Anthropomorphic Pathological Phantoms

Fig. 3.4 illustrates that there is good agreement between the estimated and the ground truth maps across

all parameters. Additionally, our estimation is able to capture both the abnormally elevated and diminished

regions of flow in the perfusion maps. This property is a consequence of: (i) optimizing the scan design over

a large parameter range, (ii) training the neural network using a wide range of training parameters (Table 3.1).

Table 3.3 shows that for most estimated parameters, in comparison to the reference scans, our optimization

leads to comparable or better correlation coefficients between truth and estimates. For perfusion in particular,

we noted that the optimized scan yielded estimates that were significantly more aligned to the truth than

the other scans. We note that ‘decreasing affine scan’ regressed the same value of MTR (≈ 0.015) for all

inputs, thereby returning a correlation coefficient of 0%. Our conjecture is that this may be due to the neural

network being unable to learn from the training data due to the insensitivity of the fingerprints to MTR. We

also observed that the correlation coefficent associated with perfusion for this specific scan was lower than the

others, even though its predicted normalized standard deviation was comparable to that of the optimized scan.

We therefore hypothesize that predictions of low normalized standard deviation may not always translate to

high correlation between truth and estimates in the case of a biased estimator. This is because variable

estimation bias at different points in the parameter space may lead to low correlation, despite the precision

in estimates. For each estimated parameter, we calculated the RMSE with respect to ground truth, and found

that the optimized MRF-ASL scan estimates report lower values of RMSE than those from the reference

MRF-ASL scans in a majority of parameters. We also noticed that some of the estimates show a consistent

bias with the ground truth. This is possibly due to the difference in the distribution of ground truth parameter

values in training and testing data. The training data had a uniform random prior, but the test data has the

distribution of an SPM12 phantom.

3.4.3 In vivo performance

Fig. 3.6 illustrates that the performance of our designed method is relatively consistent with the predic-

tions from the Cramer-Rao Bound (see Table 3.2). The map corresponding to the magnetization transfer rate

looks the noisiest, while parameters like T1 or BAT look much cleaner. The distinction between gray and

white matter regions is also apparent across all relevant maps, even without any spatial smoothing or SNR

boosting methods.

The comparisons between the optimized and reference MRF scans were also in accordance with our

expectations based on Table 3.3. As evident in the depicted subject, ‘decreasing affine scan’ fails to estimate

the MTRs, and the estimated T1 maps have unreasonably high values in gray matter. Moreover, even the

flip angle map for this scan shows significant artefactual contrast between gray and white matter, which are

absent in the other MRF methods. The maps yielded by ‘random scan’ show agreement with the optimized

scan, but we observe that the MTR maps from the former are less informative, and exhibit more artifacts.
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These trends between the optimized and reference scans were noted to be consistent across all four subjects

studied.

Fig. 3.6, shows that the MRF methods are able to estimate CBF, BAT and CBVa values in white matter,

while the two-compartment multi-PLD method fails to do so: instead, the corresponding maps show many

near-zero perfusion voxels in white matter regions, along with abnormally high transit times. The coefficient

of variation (std. deviation/mean) for white matter perfusion averaged across all six subjects was 1.19 for

the multi-PLD method, compared to 0.16 for optimized MRF-ASL. In gray matter, the avg. coefficient of

variation was 0.54 for multi-PLD and 0.27 for optimized MRF-ASL. The obtained CBVa map from the

latter method also appears extremely noisy, and is unable to pick out vasculature in the slice as effectively.

We hypothesize that the poor performance in the multi-PLD method was due to the fact that its acquisition

parameters were optimized for a single compartment model that does not account for CBVa, as well as the

fact that no arterial suppression was used in its acquisition. We also noticed that the single compartment

estimates reported higher values perfusion and lower BATs than two-compartment estimates. This is an

expected observation due to the label present in the arteries seeping into the acquired tissue signal under the

single compartment assumption, considering that no arterial suppression was used in our acquisition and the

post-labeling delays weren’t very long [1].

In Fig. 3.7 (a)-(b), we found the estimates from optimized MRF-ASL and multi-PLD to be fairly consis-

tent, as observed from the high correlation coefficients between the two methods, for measurements of CBF

as well as BAT. However, we note that the multi-PLD method consistently reports higher BATs in gray matter

with a two-compartment fit. Fig. 3.7 (c) shows a similar scatter plot for CBVa, but there is little agreement

between the methods. This may be due to the fact that the estimates of CBVa from the multi-PLD method

have a lot of variance across the brain, for reasons explained above. The T1 estimates for the two methods

are compared in Fig. 3.7 (d), with the red dots indicating white matter T1s, and the blue ones indicating

gray matter T1s. We see that while the optimized MRF method generally yields higher values of T1, the

measurements agree well.

Figure 3.8: ROI-averaged comparison of acquired signals and simulated signals which were generated from

our model, based on neural network estimates. The left and right panes show the signals before and after high

pass filtering, respectively.

Fig. 3.8 reinforces that high pass filtering the fingerprint signals significantly improves the signal fidelity

in the small, high frequency components, that correspond to manifestations of hemodynamic phenomenon.

This increased agreement is because using a high pass filter removes low frequency components related to

receiver drift, etc. that introduces discrepancies that were not accounted for in the model.
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3.5 Conclusion

We have developed a framework for optimizing the scan design for MRF-ASL that yields more precise

estimates in gray and white matter, than other scan designs for MRF-ASL used in literature, and has a lower

coefficent of variation in white matter and gray matter perfusion than a reference multi-PLD method, while

mainitaining agreement in gray matter perfusion and transit times. We also introduced a neural network

regressor for fast precise estimates from ASL fingerprints. Combined with scan optimization, the neural

networks can estimate six parameters from a single 600s ASL scan in a very short processing time and bypass

quantization errors. While the work presented here is intended to serve as proof of concept, our comparisons

with reference scans show that we are able to significantly improve upon the precision of the state-of-the-

art in MR Fingerprinting ASL. Future work will focus on adapting the present scheme for 3D acquisition,

including background suppression pulses and reducing the scan duration to make the technique practical in

the clinical setting. It might be tempting to pursue avenues like the joint optimization of the labeling schedule

and label-control order, however, such joint optimization of the label-control order maybe challenging due to

the ‘memoried’ aspect of the ASL fingerprint, where the signal at each frame is affected by the signal in the

acquisitions before it, as well as the fact that the label-control schedule is binary. However, one approach to

tackle this problem is to use a sigmoid function to approximate the binary valued label-control order, which

will enable gradient descent-based approaches to optimize the label-control schedule.

3.6 Supplementary Materials

3.6.1 Effect of parameter change on MRF-ASL signal

Here, we study how the ASL signal generated using the optimized schedule (Fig. 3.2) changes as the

underlying parameter values are changed. For this purpose, use the model described in section 3.2.1, and

vary each of the six parameters in our model slightly (±5%) while holding the others fixed. We observe,

as also noted by Su et. al. in [35], that changing parameters like perfusion, BAT, CBV and MTR affect the

high-frequency components of the signal, while changing the T1 and flip angles cause the overall shape of

the ASL signal (low-frequency) components to change. This is seen in Fig. 3.9.

Moreover, in Fig. 3.10 we study the change in the signal in a Multi-PLD scan due to change in the

perfusion parameter, while assuming all other parameters are known, we see that even in this case we cannot

ascertain if there is a significant change in the perfusion. This further emphasizes the necessity of CRLB

based approaches to optimize the scan design in MRF-ASL.

3.6.2 Effect of changing labeling durations on MRF-ASL signals

Fig. 3.11 shows what happens when the labeling durations in the ASL fingerprint schedule are changed.

For this purpose, we increased each labeling duration in our optimized schedule (Fig. 3.2) by 0.1 seconds.

We find that increasing the labeling durations causes significant change in the low-frequency components of

the signal (overall shape), while the high-frequency trends largely remain the same.
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Figure 3.9: Effect of parameter changes on the ASL signal obtained using the optimized schedule in Fig. 3.2

and the model in section 3.2.1. Our observations were consistent with Su et. al.
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Figure 3.10: Effect of changing perfusion (f) on the ASL signal with all other parameters assumed to be

known, obtained using the Multi-PLD schedule we validate our scan against in this work. Here, we see

that the changes in the signal are still in the higher frequency details, and we cannot conclusively say which

schedule is more sensitive to changes in perfusion. As a result, we adopt the CRLB approach to optimization.

Figure 3.11: Effect of increasing the labeling durations in the optimized schedule by 0.1 seconds. The major

changes are observed in the low-frequency components of the MRF signal.
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CHAPTER IV

Magnetic Resonance Fingerprinting ASL using Velocity-Selective

Inversion Pulses for Improved Precision in Perfusion Estimation
1

4.1 Introduction

Chapter III explored the use of pseudo-continuous ASL pulses in combination with the MRF technique

to reliably quantify perfusion and other physiological parameters in the brain. Our proof-of-concept work

showed that it was possible to estimate 6 parameters, either hemodynamic properties or nuisance variables,

in a single slice using a 600s scan. While it showed the importance of information theoretic optimization of

ASL-MRF scan parameters like TR, the duration of scan itself may be ill-suited for clinical use considering

it only provides estimates from a single slice. However, because we acquire relatively less information about

the underlying parameters in a single slice when multiple slices or an entire volume is excited in the same

duration, and because only about 1% of the ASL signal accounts for information regarding perfusion, trying

to quantify the same factors for multiple slices (16 or 18) may pose a greater challenge. Put simply, the lack

of sensitivity of the fingerprints to the underlying parameters, especially perfusion, is a major inconvenience

that needs to be addressed for a clinically viable ASL-MRF scan to be implemented.

Velocity Selective Inversion (VSI) [54, 67, 72] pulses have recently gained attention in ASL perfusion

imaging because of their improved sensitivity to perfusion in the resulting signal, leading to an improvement

in the SNR over traditional pCASL pulses. Another potential advantage of these pulses is that they remove

nuisance parameters like the Magnetization Transfer Rate from the model, and significanly reduce the vari-

ablity of other ones like BAT. While pCASL pulses invert in-flowing spins at a specific location (like a plane,

as they cross it) in proximity to a target organ or tissue of interest, velocity selective labeling inverts spins

regardless of their location, thereby reducing the time taken by the labeled bolus to arrive at the region of

interest significantly, and yielding improved labeling efficiency.

In this work, we try to combine VSI-ASL with MRF to enable the precise estimation of hemodynamic

parameters and tissue properties across multiple slices or an appropriate volume. Our preliminary experi-

ments show that, from the perspective of Cramer-Rao Bounds, VSI pulses lead to lower predicted variances

in relevant parameter estimates, compared to pCASL pulses. Initial in-vivo experiments with unoptimized

scan designs also seem to corroborate this prediction. We also lay out, in the future work section, our plans

for optimization and validation of a VSI-ASL-MRF schedule whose implementation is clinically feasible.

1based on preliminary work in [56]
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4.2 Methods

In this section, we describe in more detail, the MR pulse sequence used in our work, both in terms of the

ASL preparation as well as the image acquisition. We then describe how the ASL signal is modeled, i.e,, the

contributions of various hemodynamic parameters to the signal, as well as the effect of VSIASL pulses on

the observed signal. Finally, we also briefly describe our estimation framework.

4.2.1 Pulse Sequence

Unlike the more common pCASL-MRF sequences in Chapter III, in this work, the ASL preparation was

done with a VSI pulse—either velocity selective (label) or non-selective (control), a variable postlabeling

delay, and an optional velocity selective arterial saturation pulse for arterial suppression before acquisition.

Fig. 4.1 shows a single repetition period for this method, similar to one used in prior work [67] by Hernandez

et al. For example, the length of the acquisition changes according to the number of slices acquired in the

volume. For the 18 slices in our work, it is 576ms. The delay between the vascular suppression pulses and

acquisition is 100ms. Additionally, we also specify the duration between the end of one acquisition and the

start of the next labeling as 1.5s. For acquisition, we use a 3D stack of spirals coupled with a Fast Spin Echo

sequence with a echo train length of 18. The matrix size was 64×64. For fingerprinting, the TR is varied

by varying the post-labeling delays from frame to frame while keeping other durations within the sequence

constant.

Figure 4.1: A single TR has been used to depict the details of the pulse sequence used in ASL preparation and

acquisition. For the purposes of fingerprinting, the TR is varied by varying the post inversion delay across

acquisitions.

The generated VSI pulses were based upon the method described by Qin et al. in [72]: the labeling

module consisted of an inversion pulse that is split into multiple segments with gaps in between. These

gaps are interleaved with pairs of 180° refocusing pulses each of which is surrounded by a pair of encoding

gradient lobes with alternating polarity, such that a phase profile is induced in moving spins. At the end of

the pulse, only stationary spins are inverted, while moving spins experience only a small tip.

In general, the objective of the control module in velocity selective ASL is to apply pulses that are non-

selective, so that all spins are inverted regardless of their velocity. Though in traditional velocity selective
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ASL, the control module is very similar to the labeling except the aforementioned gradient lobes are turned

off, Qin et. al. propose the use of unipolar gradient lobes instead. This is to counter the overestimation

of CBF due to diffusion attenuation on the static tissue at the end of the labeling pulse train. The vascular

suppression module is composed of velocity selective saturation pulses that de-phase spins moving above a

certain velocity, and slightly tip down other spins.

4.2.2 Modeling the VSI-ASL signal

The theorized model for our work effectively has two compartments, and is similar to the one in (3.1), with

some adjustments. The arterial compartment is separated into two components, Mart and Mart-ex, to represent

fast and slow-moving spins, respectively. While there is a continuum of spin velocities in an artery, we use

these compartments to segregate the spins that are fast enough to not be inverted by the selective inversion

pulses from the spins that move slow enough (especially when exchanging with tissue) to be inverted. (More

about this assumption is detailed in [54]) Also, the term corresponding to MTR becomes unnecessary, as

VSI-ASL signals are insensitive to it due to very little macromolecular saturation. We describe the signal in

the tissue compartment as:

dMtis(t)

dt
= −M0

tis −Mtis(t)

T1,tis
+ f ·Mart-ex(t)−

f

λ
·Mtis(t), (4.1)

where Mart-ex is an arterial exchange compartment that represents the blood in the artery at the exchange

site, consisting of slow-moving spins. Section 3.2.1 described the other symbols used. To incorporate the

effects of VSI pulses on the fast-moving spins in arterial blood, a separate compartment is included which

represents the arterial blood Mart. Spins enter the arterial compartment at a ‘fast’ velocity, and slow down

before exchanging into the tissue compartment after a delay (described in more detail in (4.4)). We track this

behavior by modeling the fast and slow/exchanging spins separately:

dMart(t)

dt
=− M0

art −Mart(t)

T1,art

(4.2)

dMart-ex(t)

dt
=− M0

art-ex −Mart-ex(t)

T1,art

(4.3)

However, at the end of every BAT, the contents of Mart sub-compartment transfer over to Mart-ex sub-

compartment.

Mart-ex(t
∗ + BAT) = Mart(t

∗ + BAT), (4.4)

where t∗ denotes the time at which a velocity selective pulse is applied. These slow-moving spins are not

affected by the velocity selective inversion pulses. In a general sense, velocity selective pulses affect the

magnetization in the tissue or artery in the following manner:

M(t+∆t) = (1− 2α) ·M(t), (4.5)

where M represents the magnetization (in tissue or artery), α ∈ [0, 1] is the inversion or labeling efficiency

of the velocity selective pulse and ∆t is the duration of the velocity selective pulse. Specifically, to model

the effects of the various velocity selective pulses we introduce three new labeling efficiencies (αs) into our

model, namely αti, αai and αts. αti, αai dictate the extent to which the VSI pulses invert spins in tissue and

artery respectively, while αts dictates the extent of inversion in slow-moving tissue spins due to a velocity
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selective saturation pulse. We express these effects mathematically as:

• Velocity Selective Inversion (label):

Mart(t+∆t) = αai ·Mart(t) (4.6)

Mtis(t+∆t) = (1− 2αti) ·Mtis(t) (4.7)

• Non-Selective Inversion (control):

Mart(t+∆t) = (1− 2αai) ·Mart(t) (4.8)

Mtis(t+∆t) = (1− 2αti) ·Mtis(t) (4.9)

• Velocity Selective Saturation (artsup):

Mart(t+∆t) = 0 (4.10)

Mtis(t+∆t) = (1− 2αts) ·Mtis(t) (4.11)

Typical values for αti, αai and αts are obtained from separate Bloch simulations of the VSI pulses. Finally,

the observed signal is given by:

s(t) =
(

CBVa ·Mart + (1− CBVa) ·Mtis

)

· sinβ, (4.12)

where β is the flip angle.

4.2.3 Estimation via Neural Networks

We use the same regression-based estimation framework as in Chapter III, with minor changes, such as

foregoing the high-pass filtering of the data and changing the architecture of the networks to have two hidden

layers of 200 nodes each. The choice of 200 nodes per layer was arbitrary, and will need more investigation in

the future. The new parameters αti, αai and αts were also varied in a ±10% range around nominal values for

generating training data for preliminary experiments. Section 4.2.2 describes the model used for generating

training data.

4.3 Experiments

Our preliminary experiments involve a Cramer-Rao Bound evaluation for a designed (but not optimized)

VSI-MRF schedule, depicted in Fig. 4.2, and trying to estimate parameters from in-vivo data acquired using

this schedule. This schedule determines the post-labeling delays used in our scan, which in turn determines

how the TRs change across acquisitions. Section 4.2.1 describes the pulse sequence used in each acquisition.

Data for our in-vivo experiments was acquired on two healthy subjects using the pulse sequence described

in 4.2.1.
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Figure 4.2: The varying post-labeling delays or PLDs (in seconds) across TRs for the schedule we use in our

preliminary experiments is depicted above. The delays, however, have not been optimized.

4.3.1 Cramer-Rao Bound Evaluation

Due to our use of the pulse sequence in Fig. 4.1, which includes an arterial suppression pulse to crush

the transverse magnetization in the arterial compartment, it becomes impossible to estimate CBVa and αai.

This is because the observed signal contains no information about either parameter. Hence, we remove these

parameters from our Cramer-Rao Bound evaluation, which is done in a manner similar to the one described

in section 3.2.3. We also hold the flip angle fixed to 90°. The results of our evaluation of the predicted

normalized standard deviation of the parameter estimates from the scan are as follows:

Parameter Normalized Std. Deviation (%)

Perfusion 41.4

BAT 27.0

T1 1.07

αti 0.32

αts 1.55

Table 4.1: Predicted normalized standard deviation of parameter estimates (in %) for the VSIASL-MRF

labeling schedule used in our experiments.

4.3.2 In-vivo Estimation

We acquired data from two healthy subjects using the delays depicted in Fig. 4.2. Parameter estimates

for perfusion, BAT, and T1 for one of these have been depicted in Fig. 4.3. We found the range of values of

corresponding estimates for both subjects to be consistent.

We employed residue based masking of the parameter maps, where we used the voxel-wise parameter

estimates from maps and the forward model in section 4.2.2 to generate synthetic signals which can be used

calculate the residuals (norm difference) with respect to the corresponding signals obtained from the scanner.

Other parameters that are not estimated are fixed to literature values. This allows us to place a quantitative

measure of confidence in our fits and thus mask out regions in the estimated maps where the residue is too

high. Fig. 4.4 shows the residues obtained for the slices depicted in Fig. 4.3
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Figure 4.3: Estimates for Perfusion, BAT and tissue T1 obtained from a healthy human subject using our

combined VSI and MRF-ASL framework (4 out of 18 slices have been shown).

Figure 4.4: Residues maps for the slices in Fig. 4.3. These are obtained by calculating the norm difference

between signals generated from the ASL signal model using obtained estimates for perfusion, BAT and T1,

and the corresponding acquired scanner signal for a specific voxel.
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4.4 Discussion

From Table 4.1, it is evident that even an unoptimized MRF-ASL scan design using velocity selective ASL

preparation pulses provides comparable predictions of normalized standard deviation in parameter estimates

to the optimized pCASL-based MRF-ASL scan design in Fig. 3.2 (see Table 3.2). This is indicative of the

potential of an optimized VSI-based MRF-ASL technique in precisely quantifying perfusion.

Furthermore, our preliminary in-vivo results are also encouraging, as they highlight the contrast between

gray and white matter perfusion, BATs and T1 estimates very well, and the range of values for both regions

in all the estimated parameters seem reasonable. The residue maps (Fig. 4.4) seem to be high in regions of

cerebro-spinal fluid (CSF). Since estimates from CSF are not of value in our applications, we have masked

out these regions in Fig. 4.3.

4.5 Future Work

In our scan design for preliminary experiments, due to the presence of an arterial saturation pulse in

every TR, all information about the CBVa and αai was lost. Although the latter is of no clinical significance,

the former is of critical importance in obtaining information about the vasculature of the tissue or organ of

importance. So to be able to estimate CBVa along with perfusion, BAT and T1 from the same scan, we plan to

design an new strategy that disables the arterial saturation pulses at certain TRs. Of course, since this design

will result in losing some information about perfusion in the fingerprints, we also plan to choose an acceptable

fraction of acquisitions where the saturation pulses are turned off, based on Cramer-Rao Bound evaluations

of our model in section 4.2.2. We will then proceed to optimize for a suitable scan design using the same

technique described in section 3.2.3. Upon fixing an optimized schedule for the post-labeling delays, we

will optimize the positions of velocity selective and non-selective inversion pulses, as well as the turned-off

arterial saturation pulses in the scanning schedule.

Having obtained a scan design that is optimized in terms of the delays, as well as the label/control and

saturation pulses, we plan to perform in-silico validation tests on anthropomorphic digital phantoms with

planted anomalies to gauge the performance of our method using neural-network based estimation. The next

step is to acquire data using the optimized scan from healthy subjects and validate our results against other

ASL techniques like multi-PLD VSIASL, and standard fixed delay pCASL. In the future, we will also acquire

an additional anatomical scan in the same ASL protocol to use as additional data to aid our masking.

Finally, we plan to employ our designed and validated scan in a Precision Health study at the University

of Michigan that involves studying the quantitative hemodynamics of patients with Alzheimer’s disease. The

mechanisms of such neuro-degenerative diseases have yet to be unraveled, and there are strong indications,

based on studies like [82, 83, 84], that perfusion and other related physiological properties may serve as

important biomarkers for studying them.
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CHAPTER V

Combining Supervised and semi-Blind Residual Dictionary

(Super-BReD) Learning for Inverse Problems
1

5.1 Introduction

As mentioned in Chapter I, one of the major aims of this thesis is to develop algorithms to aid the re-

construction of MR images from limited measurements. Such algorithms typically involve solving under-

determined linear inverse problems of some form. This chapter focuses on developing techniques that are

useful in solving these problems. Some of the same techniques can also be applied to ASL image sequences

to denoise them.

In solving under-determined inverse problems, regularization by expressing signals or patches in an image

as a sparse linear combination of dictionary atoms has proven to be a powerful technique [46, 48]. Aside from

its use in denoising or inpainting, dictionary-based regularization has also been used to model problems such

as compressed sensing MRI reconstruction [95, 74]. In such applications, data-driven or adaptive dictionaries

have often been of more benefit than fixed dictionaries. Using adaptive modeling involves learning sparsifying

dictionaries from either uncorrupted or clean data and then applying these to corrupted data (supervised

learning), or learning the dictionaries from the corrupted data itself without assuming knowledge of any

other data (blind learning). In image reconstruction specifically, blind dictionary learning therefore involves

leveraging information or patterns about the image being reconstructed present in its own measurements,

whereas supervised dictionary learning involves exploiting information present in other ‘clean’ images that

are similar to the image being reconstructed.

In this work, we look into developing a framework for combining these two methods of dictionary learn-

ing to represent data jointly. The supervised dictionary is learned from clean or uncorrupted image patches

that are ‘tailored’ to the patches of the image being reconstructed. This ‘tailoring’ is achieved by block

matching the patches of the image being reconstructed to the patches in the clean dataset. The unsupervised

dictionary and its corresponding sparse contribution in representing the data is learnt from the residue of

the representation of the supervised dictionary. We posit that such a model will be beneficial in settings

where limited uncorrupted training data is available, and that the inclusion of tailored supervised learning

will compensate for the lack of available training data in cases with fewer acquired measurements.

We experiment on denoising natural images with our algorithm, as well as single-coil undersampled MR

image reconstruction. Preliminary results show promising performances in both applications. Furthermore,

we also propose a deep generalization to the Super-BReD Learning algorithm that incorporates learning from

1based on work in [81]
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pairwise training data when a sufficient/sizable dataset is available. Finally, we also propose a Super-BReD

Learning based algorithm for denoising ASL images, with limited training data (ASL images with multiple

averages), that allows for acquisition of fewer ASL frames.

5.2 Theory

In this section, we describe the general principle of dictionary learning, and briefly discuss how the SOUP-

DIL [119] algorithm solves the dictionary learning problem. We then proceed to formulate our proposed

approach for combining blind and supervised dictionary learning based on this framework.

5.2.1 Dictionary Learning

The synthesis dictionary model approximates a signal s ∈ C
n as a linear combination of atoms (or

columns) of a dictionary D ∈ C
n×J , i.e., s ≈ Dz, where z ∈ C

J is sparse, or ‖z‖0 ≤ k, and k is the

sparsity level. A dictionary is overcomplete when J > n, and such dictionaries are popular because owing

to their richness, they can provide sparser representations of data. Given a fixed dictionary D, (often an

overcomplete DCT matrix is used as the fixed dictionary) finding a set of sparse coefficients z to represent s

is called sparse coding, and is expressed mathematically as:

argmin
z

‖s−Dz‖22 s.t. ‖z‖0 ≤ k. (5.1)

The above problem is NP-hard, and while there are a number of algorithms that attempt to provide a solution

to this problem [65, 70, 71], such methods are often computationally expensive, and any guarantees on the

convergence of the solution are often based upon stringent conditions.

Often, the dictionary itself is learnt in a data-adaptive fashion from a collection of signals {si}Ni=1, which

are the columns of a matrix Y ∈ C
n×N , and the combined dictionary learning and sparse coding problem

can be expressed as:

(P0) arg min
D,Z

‖Y −DZ‖2F s.t. ‖zi‖0 ≤ k ∀ i, ‖dj‖ = 1 ∀ j, (5.2)

where zi is the ith column of Z, and dj is the jth column or ‘atom’ of D. The atoms are constrained

to be unit norm to avoid scaling ambiguities in the iterates. The above formulation is called the sparsity

constrained dictionary learning formulation, and there exist several approaches to solving it [46, 75, 77, 79].

An alternative formulation, that relaxes the sparsity constraint to a sparsity penalty is given as:

arg min
D,Z

‖Y −DZ‖2F + λ2‖Z‖0, s.t. ‖dj‖ = 1 ∀ j, (5.3)

where λ > 0 is a parameter that regulates the sparsity. Algorithms for solving both (5.2) and (5.3) usually

involve alternating between a dictionary update and a sparse code update. For our work, we will focus

on one such algorithm, SOUP-DIL [74], which utilizes highly-efficient block coordinate descent to update

sequentially each dictionary atom, and the corresponding sparse code rows.
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5.2.2 Sum of Outer Products Dictionary Learning (SOUP-DIL)

The SOUP-DIL algorithm takes a computationally efficient block-coordinate descent (BCD) approach

to solving the sparsity penalized dictionary learning problem (5.3) by expressing the representation term

DZ as a sum of outer products of dictionary atoms and corresponding sparse code activations, i.e., DZ =
∑J

j=1 djc
H
j (where cj is the jth column of C = ZH ), and then updating the djs and cjs alternatingly. These

alternating updates allow for every dictionary atom and corresponding sparse activation to residually learn to

(learning by minimizing the residuals) express patterns/features in the image patches that were not captured

by previous updates (or atoms and sparse representations). Essentially, the dictionary learning problem (P0)

is presented as:

(P1) arg min
djcj

‖Y −
J
∑

j=1

djc
H
j ‖2F + λ2ΣJ

j=1‖cj‖0 s.t. ‖dj‖22 = 1, ‖cj‖∞ ≤ L ∀ j. (5.4)

The ℓ∞ constraint on the columns of C prevents problems due to the non-coercive nature of the objec-

tive in (P1), and ensures convergence [74], but is typically unnecessary in practice. Defining Ej , Y −
∑

k 6=j dkc
H
k , a solution to the above problem is to update the jth dictionary atom, followed by the jth sparse

code row as in [74]:

1. Sparse Code Update Step:

ĉj = min
(

|Hλ(E
H
j dj)|, L1N

)

⊙ ej∠E
H
j dj , (5.5)

where

Hλ(x) =







x, if |x| ≥ λ

0, if |x| < λ,

is the hard-thresholding operator.

2. Dictionary Update Step:

d̂j =







Ejcj

‖Ejcj‖
, if cj 6= 0

v1, if cj = 0,
(5.6)

where v1 is any unit norm vector.

5.2.3 Super-BReD Learning

To incorporate both supervised and blind learning components in our algorithm, we use two separate

dictionaries and corresponding sparse codes to represent data in tandem. In an inverse problem setting, given

measurements y ∈ C
p, x̂ ∈ C

q an image being reconstructed from the y (x being its current estimate), and

T ∈ C
n×N1 a collection of N1 vectorized

√
n×√

n patches from clean images, every outer-iteration of our

proposed algorithm can be decomposed into the following three stages:

1. Block Matching: For each patch in x, we find the closest patch in the training dataset T , to create our

‘tailored’ supervised training data S. We formulate S as:

S =

[

s1, ..., sj , ..., sN2

]

, (5.7)
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where

sj = τ(T ,Pjx̂) = Tî(j). î(j) = arg min
i∈{1,...,N1}

‖Hλ0

(

W
(

Ti − Pj x̂
)

)

‖22,

and Pj extracts the jth overlapping
√
n × √

n patch in the image as a vector. W ∈ C
n×n is a DCT

matrix. In effect, the block-matching is done in a transform domain after thresholding to mitigate noise

effects.

2. Supervised Dictionary Learning: The supervised dictionary, D̂1 is learned from the tailored patches

S as

D̂1 = argmin
D1

min
Z3

‖S −D1Z3‖2F + λ2
3‖Z3‖0 s.t. ‖(d1)j‖2 = 1 ∀ j. (5.8)

The SOUP-DIL algorithm described in section 5.2.2 is used to solve for D̂1 ∈ C
n×J1 , where J1 is the

number of supervised dictionary atoms, chosen experimentally, and Z3 ∈ C
J1×N2 is the sparse code

matrix corresponding to D1 in this problem.

3. Blind Dictionary Learning and Image Update: The blind dictionary is learned from the residue of

the supervised dictionary representation of the patches in the reconstructed image x. The blind dictio-

nary representation of the residue is then used in tandem with the supervised dictionary representation

to regularize the image update step. The overall optimization problem is expressed as:

x̂ = arg min
x

min
D2,Z2,Z1

ν‖Ax− y‖22 + ‖Px− D̂1Z1 −D2Z2‖2F + λ2
1‖Z1‖0 + λ2

2‖Z2‖0

s.t. ‖(d2)j‖2 = 1 ∀ j,
(5.9)

where, P extracts all overlapping
√
n × √

n patches of the image x and places them as columns of a

n × N2 matrix, D2 ∈ C
n×J2 is the blind dictionary with J2 columns, and Z1 and Z2 are the sparse

code matrices corresponding to D̂1 and D2. Now, focusing on the inner minimization problem, where

we alternate between updating Z1, D2 and Z2, we have:

min
D2,Z2,Z1

‖Px− D̂1Z1 −D2Z2‖2F + λ2
1‖Z1‖0 + λ2

2‖Z2‖0

s.t. ‖(d2)j‖2 = 1 ∀ j.
(5.10)

Denoting Rk
2 , Px−Dk

2Z
k
2 and Rk

1 , Px− D̂1Z
k
1 , we have

Zk+1
1 = argmin

Z1

‖Rk
2 − D̂1Z

k
1 ‖2F + λ2

1‖Z1‖0 (5.11)

Dk+1
2 ,Zk+1

2 = argmin
D2,Z2

‖Rk+1
1 −D2Z2‖2F + λ2

2‖Z2‖0 s.t. ‖(d2)j‖2 = 1 ∀ j, (5.12)

where k denotes the iteration number for the inner minimization problem. Thus, each of the updates for

Z1,D2 and Z2 is solvable using the SOUP-DIL algorithm. The actual form of the image update varies

based on the application due to the variations in the system matrix A associated. In our preliminary

experiments, we focus on two applications: denoising and single-coil MRI reconstruction.
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5.3 Experiments

5.3.1 Denoising

For a denoising setup, the forward system operator A is the identity matrix I . The image update equation

thus becomes:

x̂ = arg min
x

ν‖x− y‖22 +
N2
∑

j=1

‖Pjx− D̂1Ẑ1[:, j]− D̂2Ẑ2[:, j]‖22, (5.13)

where Ẑ1[:, j] and Ẑ2[:, j] are the jth columns of Ẑ1 and Ẑ2 respectively. The solution to the above opti-

mization problem involves adding the denoised representation for the image patches D̂1Ẑ1[:, j]+D̂2Ẑ1[:, j]j

back to their respective positions in the 2D image, and averaging between the resulting image and the original

noisy one.

Our denoising dataset consisted of four natural images: ‘fabric’, ‘hill’, ‘boat’, and ‘barbara’. In each test

case, noise is added (at σ = 30 and σ = 60) to one of the images, which is to be denoised, while patches

from the other images serve as our ‘clean’ training dataset T . We compared the performance of our algorithm

against denoising using blind SOUP-DIL.

5.3.2 Single-Coil MR Image Reconstruction

For single-coil MRI, the system operator A is the undersampled Fourier encoding matrix Fu, and the

image update in (5.10) takes the form

x̂ = arg min
x

ν‖Fux− y‖22 +
N2
∑

j=1

‖Pjx− D̂1Ẑ1[:, j]− D̂2Ẑ2[:, j]‖22, (5.14)

whose solution satisfies the normal equation

N2
∑

j=1

(

PH
j Pj + νFH

u Fu

)

x =

N2
∑

j=1

PH
j

(

D̂1Ẑ1[:, j] + D̂2Ẑ2[:, j]
)

+ νFH
u y. (5.15)

Since, we used overlapping patches with a patch-stride of 1,
∑N2

j=1 PH
j Pj = nI , and defining Γ(kx, ky) ,

FΣN2
i=1PH

j

(

D̂1(ẑ1)j + D̂2(ẑ2)j
)

and Γ0(kx, ky) , FFH
u y, we have:

Fx(k1, k2) =







Γ(ki,k2)
n

, if (k1, k2) /∈ Ω

Γ(ki,k2)+νΓ0(ki,k2)
n+ν

, if (k1, k2) ∈ Ω,
(5.16)

where (k1, k2) indexes k-space locations and Ω represents the subset of k-space locations that were sampled.

The updated image is obtained by performing an inverse FFT on Fx from (5.16).

Our training dataset for single-coil MRI experiments consisted of patches from three complex-valued

fully sampled images depicted in Fig. 5.1.

The test images consisted of two brain and two knee images at 4× and 5× acceleration, one of each

is depicted in Fig. 5.3. For a comparison of performance, we used reconstructions for the same test data

obtained from blind SOUP-DIL algorithm.
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Figure 5.1: The training dataset for single-coil MRI consisted of patches from two brain and one knee images.

The first image was rotated to include some measure of invariance to the orientation of features in patches

during the block matching. All of the images were complex-valued. The images were obtained courtesy Prof

Miki Lustig at UC Berkeley, the FastMRI knee dataset and Cameron Blocker at the University of Michigan.

Table 5.1: Table depicting denoising performances of SOUP-DIL and Super-BReD Learning in PSNR (dB)

at various noise standard deviations. σ = 30 corresponds to the moderate noise regime, while σ = 60
corresponds to high noise regime. The ‘Noisy’ column lists the PSNRs of the noisy images, the ‘Blind

SOUP’ column lists PSNRs for the blind denoised images, while the ‘Super-BReD’ column depicts the PSNR

performance of our proposed method. ∆ denotes the improvement over blind SOUP-DIL that Super-BReD

Learning produces.

5.4 Results

5.4.1 Denoising

Table 5.1 depicts the results for denoising. We observe that, while there are improvements of around

0.0-0.3 dB in the denoising performance of Super-BReD Learning and blind SOUP-DIL in the moderate

noise regime of σ = 30, the real gains of incorporating supervised learning is observed in the high corruption

regime of σ = 60. In the latter case, improvements obtained from using Super-BReD Learning are in the

range of 0.4-0.9 dB. A possible reason for this improvement is that the supervised dictionary compensates

for the incapability of the blind dictionary to learn from very corrupt data. Fig. 5.2 depicts an instance of the

comparative results of denoising. It can be observed that despite the very high noise level, more details from

the ground truth are preserved in the Super-BReD denoised image compared to the blind SOUP-DIL denoised

image, and there is a visible improvement in the former compared to the latter. Overall, the denoised images

from both methods appear very corrupted in the details. However, here we focus on the relative improvements

brought about by our methods in preliminary denoising experiments, as our interest is in the performance of

Super-BReD learning in MRI applications.
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(a) (b)

(c) (d)

Figure 5.2: Comparison of denoising performance of blind SOUP-DIL and Super-BReD on Barbara at σ =
60. The performance metric used is PSNR (dB). The panels depict: (a) Ground truth image (b) Noisy image

(12.6 dB) (c) SOUP-DIL denoised image (24.0 dB) and (d) Super-BReD denoised image (24.9 dB).

5.4.2 Single-Coil MR Image Reconstruction

Table 5.2 compares the performance of blind SOUP-DIL and Super-BReD at reconstructing single-coil

MR images from undersampled reconstruction. For this experiment, we use two levels of undersampling– 4×
and 5×, where both the undersampling patterns were 1D phase encode. Once again, as in denoising, we notice

increasing gains from incorporating a supervised learning component at higher undersampling/acceleration.

Overall, in both cases, Super-BReD Learning produces an improvement over blind SOUP-DIL. Fig. 5.3

visualizes these improvements for one brain and one knee image. For the brain slice, we notice from the

residue maps that a lot of the improvements are in regions near the skull, which accounts for a lot of the

significant improvement in brain images and may not be clinically significant, but it possibly showcases

the capability of Super-BReD Learning to identify (due to block matching) and learn from patterns that are

common to both training and test data. Visualization of the knee image indicates that there are distinct

differences in the preservation of details in the reconstructed image between the two techniques, and in the

selected ROI, the Super-BReD reconstructed image recreates structures with higher fidelity.

However, we note that these improvements cannot be considered substantial, and our conjecture is that

this is because of the limited availability of training data, and capability of the dictionary to learn compared

to algorithms that leverage abundant pairwise training data. We will propose a deep generalization to the

Super-BReD Learning algorithm in the next section that attempts to overcome this challenge.
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Table 5.2: Table depicting performances (in PSNR) of blind SOUP-DIL and Super-BReD Learning at recon-

structing MR images from undersampled single-coil measurements at 4x and 5x acceleration. ∆ denotes the

improvement over blind SOUP-DIL that Super-BReD Learning produces.

5.5 Future Work

We mainly focus on extending the Super-BReD Learning framework to denoising of ASL images, which

ultimately allows for quantification of perfusion from fewer acquired ASL frames.

5.5.1 Denoising ASL time-series using Super-BReD Learning

In an application like ASL, where extensive clean or reliable datasets are unavailable, traditional Super-

BReD Learning may be a compelling setting for combining blind and supervised learning. As explained in

Chapter 2.3, ASL is a modality that suffers from low SNR, which is typically combated by acquiring more

frames to average. This however, is a time consuming method, and we look at data-driven solutions to reduce

the reliance on multiple averages.

Since the frames acquired in a single ASL scan can be considered to have the same ground truth infor-

mation, and any discrepancies between the frames can be ascribed to motion and noise artifacts, we pro-

pose a spatio-temporal denoising framework, which strays away from the traditional, strictly model-based

RETROICOR [62] or CompCor [59] processing popular in ASL literature.

RETROICOR uses low-order Fourier series to model the physiological noise component. This approach

requires measurement of the physiological signals externally and removing them from an image time series

through linear regression. The CompCor method improves upon the RETROICOR procedure in that it does

not require external recording. This approach uses anatomical data in combination with variance maps of

the ASL time course to identify white matter and cerebrospinal fluid. Oscillations in the perfusion signal

of those regions are assumed to be dominated by physiological noise, rather than neuronal activation, which

is assumed to be confined to the grey matter. Then, a Principal Component Analysis (PCA) from time se-

ries extracted from the white matter and the CSF regions yields time course fluctuations due to cardiac and

respiratory fluctuations. The largest components can be regressed from the ASL time course, or used in tan-

dem with a general linear model as nuisance variables. While RETROICOR requires external measurements

to operate, CompCor ignores spatial information completely. We aim to exploit information about spatial

features in our method, while still modeling inconsistent temporal fluctuations in the ASL time series as a

nuisance variable.
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Figure 5.3: The test dataset for single-coil MRI consisted of one brain and one knee image. The left-most

panel depicts the fully sampled reconstruction and corresponding zoomed-in ROIs used for comparisons. The

center and right panels depict the reconstructions from blind SOUP-DIL and Super-BReD Learning at 4x and

5x accelerations respectively. Differences in reconstruction of details in aforementioned ROIs using the two

algorithms are highlighted inset. The reconstruction quality is measured using PSNR (dB). The residues of

the reconstructions w.r.t. the ground truth are also depicted.

In our proposed method, the spatial denoising uses a dictionary based regularization for the patches in the

ASL perfusion image, while the temporal denoising and data consistency consists of a ‘rank-one + sparse’

decomposition of the acquired data. The spatial dictionary based denosing of the perfusion image patches

is carried out using the Super-BReD learning framework, with two dictionaries: one learned in a supervised

fashion from ‘clean’ perfusion image patches, and the other in a blind fashion from the noisy image patches.
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We formulate this problem as:

x̂ = arg min
x

min
S,D2,Z1,Z2

‖M −
(

x1T + S
)

‖2F+λS‖S‖0

+

N2
∑

j=1

‖Pjx− D̂1Z1[:, j]−D2Z2[:, j]‖2F + λ2
1‖Z1‖0 + λ2

2‖Z2‖0 s.t. ‖(d2)j‖2 = 1 ∀ j,
(5.17)

where, x̂ ∈ R
q is the denoised ASL perfusion image, M ∈ R

q×Na is a matrix whose columns are the Na

vectorized ASL difference image with same TR, delays etc., S ∈ R
q×Na is a sparse matrix that accounts

for discrepancies due to motion and other artifacts, and the other symbols have their usual meaning. The

supervised dictionary D̂1 is learned from patches obtained from temporally denoised ASL difference images

with many frame-averages, and can thus be considered ‘clean’ or ‘ground truth’.

The above problem can be separated as three sub-problems which can be solved alternatingly: (1) Tem-

poral denoising, which involves solving for S, which is essentially a hard-thresholding problem, that does

not involve learning from data. (2) Sparse-coding and dictionary learning for D2,Z1,Z2, which involves the

same technique discussed in section 5.2.3, and (3) Image update for x, which is a least-squares problem.

We plan to test the efficacy of our algorithm against techniques like RETROICOR, CompCor as well as

methods that rely on T1 priors to clean ASL difference images such as [63]. For our test data, we plan to use a

section of the ’ground truth’ datasets, wherein, we will use only a few of the acquisitions as the noisy input to

our algorithm, while treating the average (temporally denoised) difference image created using the entire set

of acquisitions as the ground truth. For this purpose, we have access to approximately 10 acquired datasets

with 30 averages each, and will not need to acquire new data. Drawing from our observations in this chapter,

we plan to use cerebral perfusion data from 3-4 of these subjects as training data, 2 subjects as our validation

dataset for tuning parameters in our algorithm, and the rest as test data. As a metric for the performance of

our method, we will use the error in CBF quantification with respect to the ground truth in regions of interest

like gray and white matter. In [35], the choice for the granularity of CBF in the dictionary is 3mL/100g/min.

Since this value is implicitly based upon a margin of significance, we will consider any improvement above

this threshold, compared to other techniques, to be significant.
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CHAPTER VI

Blind Primed Supervised (BLIPS) Learning for MR Image

Reconstruction
1

6.1 Introduction

Reconstruction of images from limited measurements requires solving an ill-posed inverse problem. In

such problems, additional regularization is typically used. Often, such regularization reflects ‘prior’ knowl-

edge about the class of images being reconstructed. Traditional regularizers exploit the sparsity of images

in some domains [85, 86], or low-rankness [87, 88]. Compared to using a fixed regularizer, such as total

variation (TV) or wavelet sparsity-based regularization, data-driven or adaptive regularization has proven to

be very beneficial in several applications [89, 90, 91, 92, 93, 94]. In this form of reconstruction, one or more

components of the regularizer, such as a dictionary or sparsifying transform, are learned from data adaptively,

rather than being fixed to mathematical models like the discrete cosine transform (DCT) or wavelets. In par-

ticular, methods that exploit the sparsity of image patches in a learned transform domain or express image

patches as a sparse linear combination of learned dictionary atoms have found widespread use in regularized

MR image reconstruction [95, 96, 97, 98, 99].

A subset of this class of adaptive reconstruction algorithms relies only upon the measurements of the

image being reconstructed to learn dictionaries or transforms, and uses no additional training data. These

methods are dubbed blind learning-based reconstruction algorithms or blind compressed-sensing methods

[100, 101]. One advantage of patch-based dictionary-blind reconstruction algorithms is that they do not re-

quire much (or any) training data to operate, and effectively leverage unique patterns present in the underlying

data.

With the success of deep-learning-based methods for computer vision and natural language processing,

there has also been a rise in methods that use neural networks to “regularize” (often in implicit manner) MRI

reconstruction problems [102, 103, 104, 105, 106]. Some works treat reconstruction as a domain adaptation

problem similar to style transfer and in-painting [107, 108, 109, 110]. Correspondingly, image refinement

networks, such as the U-net [111], were adopted to correct the aliasing artifacts of the under-sampled input

images. Although such CNN-based reconstruction methods achieved improved results compared to com-

pressed sensing (CS) based reconstruction, the stability and interpretability of these models is a concern

[112].

Besides improvements through algorithms, another driving force for supervised learning-based recon-

struction is the curation of publicly available datasets for training. The availability of pairwise training data

1based on work in [129]
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owing to initiatives like [113, 114] has further helped showcase the ability of deep learning-based algorithms

for extracting or representing image features, and in learning richer models for image reconstruction in MR

applications. These methods, due to their reliance on pixel-wise supervision perform exclusively supervised

learning-based reconstruction, barring a few exceptions [115, 49].

Consequently, due to the popularity and computational efficiency of deep learning approaches across MRI

applications, there has been a rising trend of favoring deep supervised methods over shallower dictionary-

based methods—perhaps because the latter methods use “handcrafted” priors.

The rising popularity of supervised deep learning compared to shallow blind-dictionary learning may be

based on an underlying assumption that the features learned using relatively unrestricted supervised deep

models subsume those learned in a blind fashion, and other sparsity-based priors that are deemed “hand-

crafted”. Though supervised deep-learned regularization may allow for the learning of richer models in

reconstructing MR images, the aforementioned assumption is largely untested. Moreover, deep CNNs often

require relatively large datasets to train well. This paper seeks to address these issues.

This work studies the processes of blind learning-based and supervised learning-based MRI reconstruc-

tion from under-sampled data, and highlights the complementarity of the two approaches by proposing a

framework that combines the two in a residual fashion. We implement and compare multiple approaches for

combining supervised and blind learning.

Our results indicate that supervised and dictionary-based blind learning may learn complementary fea-

tures, and combining both frameworks using “BLInd Primed” Supervised (BLIPS) learning can significantly

improve reconstruction quality. In particular, the combined reconstruction better preserves fine higher-

frequency details that are very important in many clinical settings. We also find that this improvement from

combining blind and supervised learning is relatively robust to changes in training dataset size, and across

different imaging protocols.

The rest of this paper is organized as follows. Section 6.2 describes the blind and supervised learning-

based approaches and the proposed strategies for combining them. Section 6.3 details the experiment settings,

including datasets, hyper-parameters, and control methods. Section 6.4 presents the results and Section 6.5

provides related discussion. Finally, Section 6.6 explains our conclusions and plans for future work.

6.2 Problem Setup and Algorithms

This work combines two modern approaches to MR image reconstruction: dictionary-based blind learning

reconstruction and CNN-based supervised learning reconstruction. The former approach capitalizes on the

sparsity of natural images in an adaptive dictionary model. Usually, this method involves expressing patches

in the MR image as a linear combination of a small subset of atoms or columns of a dictionary. Across

several applications, including MR image reconstruction, learned or adaptive dictionaries often provide better

representations of signals than fixed dictionaries. When these dictionaries are learned from the image being

reconstructed, using no additional information, they are called blind, and can be considered to be ‘tailored’

specifically to the reconstruction at hand. Since individual image patches are approximated by different

atoms, overcomplete dictionaries are often preferred for this approach because of their ability to provide

richer representations of data.

For supervised learning reconstruction, this paper uses an unrolled network algorithm similar to the state-

of-the-art method MoDL [104], whose variants have achieved top performance in recent open data-driven

competitions in MR reconstruction [102, 116]. As ‘unrolled’ implies, the method consists of multiple
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iterations or blocks. In each iteration, a CNN-based denoiser updates the image from the previous iteration.

A subsequent data-consistency update ensures the reconstructed image is consistent with the acquired k-

space measurements. By incorporating CNNs into iterative reconstruction, MoDL demonstrates improved

reconstruction quality and stability compared to other direct inversion networks on large public datasets

[102].

Given a set of k-space measurements yc ∈ C
p, c = 1, . . . , Nc, from Nc coils with corresponding system

matrices Ac ∈ C
p×q, c = 1, . . . , Nc, this section reviews the procedures of reconstruction using blind and

supervised learning, and then proposes a method for combining them, along with a few special cases. We

write the system matrix for the cth coil as Ac = PFVc, where P ∈ {0, 1}p×q incorporates the mask that

describes the sampling pattern, F ∈ C
q×q is the Fourier transform matrix and Vc ∈ C

q×q is the cth coil-

sensitivity diagonal matrix, pre-computed from fully sampled k-space using the E-SPIRiT algorithm [117].

6.2.1 Reconstruction using Blind Dictionary Learning

Like most model-based regularized reconstruction approaches, the blind sparsifying dictionary learning-

based reconstruction scheme solves for an image x that is consistent with acquired measurements, and pos-

sesses properties that are ascribed to the image (or a class of images). Mathematically, the approach optimizes

a cost function that balances a data-fidelity term and a data-driven sparsity inspired regularization term as fol-

lows [118]:

arg min
x

ν

Nc
∑

c=1

‖Acx− yc‖22 +R(x), (6.1)

where ν > 0 reflects confidence in data fidelity and R(x) is a regularizer that, in the case of synthesis

dictionary-based regularization, reflects the presumed sparsity of image patches as follows:

R(x) = min
D,Z

N1
∑

j=1

‖Pjx−Dej‖22 + λ2‖ej‖0

s.t. ‖du‖2 = 1 ∀ u,

(6.2)

where Pj extracts the jth
√
r × √

r overlapping patch of an image as a vector, D ∈ C
r×U denotes an

overcomplete dicitionary, du its uth atom, ej the sparse codes for the jth patch and the jth column of Z, and

λ is the sparsity penalty weight for dictionary learning, respectively.

A typical approach to solving this blind dictionary learning reconstruction problem is to alternate between

updating the dictionary and sparse representation in (6.2) using the current estimate of the image x, called

dictionary learning, and then updating the reconstructed image itself (image update) through (6.1) using the

current estimate of the regularizer parameters [119]. This alternation between dictionary learning and image

update is repeated several times to obtain a clean reconstruction. Let Bi(·) denote the function representing

the ith iteration of this algorithm, and xi ∈ C
q be the reconstructed image at the start of the iteration, then

we have

xi+1 = Bi(xi) = B
(

xi; νi, λi, {Ac,yc}Nc

c=1

)

, (6.3)

where νi, λi denote regularization parameters at the ith iteration for data fidelity and for dictionary learn-
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ing, respectively. After K iterations, we have,

xblind = xK =

(

K−1

i=0

Bi

)

(x0) = BK−1
(

. . .B2
(

B0(x0)
))

, (6.4)

where
F

i=1 represents the composition of F functions fF ◦fF−1◦. . .◦f1, and x0 is an inital image, possibly

a zero-filled reconstruction.

In this work, we used a few iterations of the SOUP-DIL algorithm [119] for the dictionary and sparse

representation update (or dictionary learning) in (6.2) and the conjugate gradient method for the image update

step. (See next section for details.)

In our comparisons, we also investigated a similar iterative scheme as in (6.3), but the dictionary D in

(6.2) is not learned from data, and is instead fixed (e.g., to a discrete cosine transform (DCT) or wavelet

basis).

6.2.2 Reconstruction using Supervised Learning

The supervised learning module (MoDL [104]) also aims to solve (6.1). Often, in deep supervised reg-

ularized reconstruction, the reconstructed image is constrained to be in proximity of the output of a CNN.

Introducing an auxiliary variable z, which allows for the separation of the aforementioned constrained recon-

struction problem into two components, (6.1) becomes:

arg min
x,z

ν

Nc
∑

c=1

‖Acx− yc‖22 + µ‖x− z‖22 +R(z), (6.5)

where µ controls the consistency penalty between x and z. MODL updates x and z in alternation. The z

update is:

zl+1 = arg min
z

R(z) + µ‖xl − z‖22. (6.6)

We replace the proximal operator in (6.6) with a residually connected denoiser Dθ + I applied to xl, where

I is the identity mapping.

The x update involves a regularized least-squares minimization problem:

xl = arg min
x

ν

Nc
∑

c=1

‖Acx− yc‖22 + µ‖x− zl‖22, (6.7)

solved via conjugate gradient method.

Similar to blind learning, the lth iteration of supervised residual learning-based reconstruction algorithm

can be written:

xl+1 = Sθ
l (xl) = S

(

xl; νl, {Ac,yc}Nc

c=1

)

,

S
(

x̄; ν, {Ac,yc}Nc

c=1

)

,

arg min
x

ν

Nc
∑

c=1

‖Acx− yc‖22 + ‖x−
(

Dθ(x̄) + x̄
)

‖22,

(6.8)

where x̄ denotes the input image for the residual learning-based reconstruction algorithm. After L iterations,
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we have

xsupervised = xL =

(

L−1

l=0

Sl
θ

)

(x0). (6.9)

The network parameters θ are learned in a supervised manner so that xsupervised matches known ground truths

(e.g., in mean squared error or other metrics) on a training data set.

6.2.3 Combining Blind and Supervised Reconstruction

Fig. 6.1 (P1) depicts our proposed BLIPS approach to combining blind and supervised learning. The

skipped connection in the deep network enables the addition of the previous iterate to the output of the

denoiser during supervised reconstruction, and ensures separation (the output of the residual denoiser gets

added to the blind image going into data consistency) of the blind learned image and the supervised learned

image in the first iteration when the aforementioned algorithms are combined. In subsequent iterations, this

skipped connection also causes the denoiser to learn residual features after the combination of blind and

supervised learning in the previous iteration. The output of the full pipeline of our proposed method Fig. 6.1

(P1) is:

(P1) x̂ =

(

L−1

l=0

Sl
θ

K−1

i=0

Bi

)

(x0) , Mθ(x0). (6.10)

This pipeline is also dubbed the (B+S) pipeline in our experiments.

6.2.4 Training the Denoiser Network

The denoiser Dθ shares weights across iterations. To train it, we use the output of our proposed pipeline

(P1) in a combined ℓ1 and ℓ2 norm training loss function as follows:

θ̂ = arg min
θ

N2
∑

n=1

Cβ(Mθ(x
(n)
0 );x

(n)
true) = arg min

θ

N2
∑

n=1

(∥

∥x
(n)
true −Mθ(x

(n)
0 )
∥

∥

2

2
+ β

∥

∥x
(n)
true −Mθ(x

(n)
0 )
∥

∥

1

)

,

where n indexes the training data consisting of target images x
(n)
true reconstructed from fully sampled mea-

surements and corresponding undersampled k-space measurements, and Cβ(x̂;xtrue) denotes the training

loss function. The initial x
(n)
0 are obtained from the undersampled k-space measurements using a simple

analytical reconstruction such as zero-filling inverse FFT reconstruction. Our implementation used β = 0.01

in (6.11), which was chosen empirically.

6.2.5 Direct Addition of Blind and Supervised Learning

A special case we investigate is when there is no residual connection in (P1), and we add the blind recon-

struction output directly to the output of the supervised deep network during the data consistency update, as

described in (6.11) below. Similar to (P1), the input to the supervised module is also the blind reconstruction

49



Figure 6.1: Proposed pipelines (P1), (P2) and (P3) for combining blind and supervised learning-based MR

image reconstruction.

output. We express an iteration of such an algorithm as follows:

xl+1 = S̃l
θ(xl) = S̃

(

xl;xblind, νl, {Ac,yc}Nc

c=1

)

,

S̃(x;x′, ν, {Ac,yc}Nc

c=1) = arg min
x̄

ν

Nc
∑

c=1

‖Acx̄− yc‖22 + ‖x̄−
(

Dθ(x) + x′
)

‖22, (6.11)

where x0 = x′ is the initial input to the supervised module. After L iterations, the reconstruction is:

(P2) x̃ =

(

L−1

l=0

)

S̃l
θ(xl) = M̃θ(xblind), (6.12)
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where xblind =
(

K−1
i=0 Bi

)

(x0), as depicted in Fig. 6.1 (P2). The training loss for this variation is:

θ̂ = arg min
θ

N2
∑

n=1

Cβ(M̃θ(x
(n)
blind);x

(n)
true). (6.13)

6.2.6 Combined Supervised and Blind Learning with Feedback

Since iterations of blind learning-based reconstruction take significantly longer than propagating an im-

age through a deep network, we investigated a feedback-based pipeline that reduces computation by only

approximately optimizing the objective of blind learning reconstruction (using an outer single iteration of

the blind learning module) that in turn is warm-started by a supervised learning reconstruction. The result

of partial blind learning is then fed into a second stage with a supervised deep network similar to (P1), as

depicted in Fig. 6.1 (P3), introducing image-adaptive features that may improve image quality. Essentially,

the output for this pipeline can be expressed as:

(P3) x̂ =

(

L2−1

l=0

Sl
θ2

◦B1 ◦
L1−1

l=0

Sl
θ1

)

(x0)

= M̄θ1,θ2(x0),

(6.14)

where θ1 and θ2 are the weights of the initial and second stage unrolled networks, respectively. The training

losses for these unrolled networks are:

θ̂1 = arg min
θ1

N2
∑

n=1

Cβ(M̄θ1(x
(n)
0 );x

(n)
true), (6.15)

θ̂2 = arg min
θ2

N2
∑

n=1

Cβ(M̄θ1,θ2(x
(n)
0 );x

(n)
true), (6.16)

respectively, where M̄θ1(x0) =
(

L1−1
l=0 Sl

θ1

)

(x0) and the other symbols are as explained above. We train

θ1 and θ2 separately in two stages. The training of θ2 starts after θ1 converges. The combination of supervised

and partial blind learning could be iterated. We worked with a two-stage network architecture and a single

iteration of blind learning optimization to keep computations low. This pipeline is also dubbed the (S+B+S)

pipeline in our experiments.

6.3 Experimental Framework

6.3.1 Training and Test Dataset

We trained and tested both our method and a strict supervised learning-based method with the same deep

learning architecture (described below) on two datasets2. The first was a randomly selected subset from the

fastMRI knee dataset, while the second consisted of the entire fastMRI brain dataset [113]. In the first case,

our dataset for training and testing consisted of 8705 knee images, and were used in experiments involving

2The code will be publicly available on Github if accepted.
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the proposed pipelines in (P1) and (P2). We used smaller and randomly-selected subsets for our various

experiments, which is described in detail in section 6.4.

To test the pipeline proposed in (P3), we used the fastMRI Brain dataset, consisting of 23220 T1 weighted

images, 42250 T2 weighted images and 5787 FLAIR slices. For each contrast, we reserved 500 images as

the test data and the rest for training and validation.

All sensitivity maps were estimated using the ESPIRiT [117] method. The details of the algorithms in

our work are explained below.

6.3.2 Undersampling Masks

For experiments with the pipeline (P1), we used three types of undersampling masks. First, we used the

5× Cartesian phase encode undersampling mask shown in Fig. 6.2(a) that was held fixed across training and

test images. This pattern had 29 fully sampled lines in the center of the k-space, and the remaining lines were

sampled uniformly at random. We similarly tested (P1) on 2D Poisson-disk Cartesian undersampling at 20×
acceleration. Finally, we tested (P1) by varying the 1D phase encode undersampling mask Fig. 6.2(a) used

across training and test images randomly, to further evaluate its generalizability across different sampling

patterns. For this purpose, we used ≈ 4.5× undersampling, and 24 fully sampled k-space lines. Pipeline

(P2) was tested using only the sampling pattern in Fig. 6.2(a), while (P3) was tested using 8× equidistant

acceleration mask shown in Fig. 6.2(c), as well as the 1D phase encode mask in Fig. 6.2(a). This mask had

4% fully sampled lines at the center of k-space [113].

(a) (b) (c)

Figure 6.2: Undersampling masks used in experiments: (a) 5-fold undersampled 1D Cartesian phase-

encoded; (b) 20-fold undersampled Cartesian Poisson-disk; and (c) 8× equidistant.

6.3.3 Blind Dictionary Learning-based Reconstruction

We used the SOUP-DIL algorithm [119] to perform blind dictionary learning-based reconstruction ini-

tialized with a ‘zero-filled’ reconstruction of the data. In both (P1) and (P2), we set the number of outer

iterations to be K = 20, and each outer iteration had 5 inner iterations of dictionary learning and sparse-

coding. We set νi = 8× 10−4 and λi = 0.2 across iterations, respectively. The dictionary size was 36× 144

and the initial dictionary was an overcomplete inverse DCT matrix, while the sparse code matrix was initial-

ized with zeros. We used conjugate gradient method to perform the data consistent image update. It required

≈ 170 seconds to perform 20 iterations of SOUP-DIL reconstruction of a single 640 × 368 image slice, on

an Intel(R) Xeon(R) E5-2698 with 40 cores. For (P3), we used only one (K = 1) iteration of SOUP-DIL

reconstruction with ν = 0.5 and λ = 0.8 on the fastMRI brain dataset (when used on the knee dataset, these

were fixed to values mentioned earlier). For experiments involving the fastMRI brain dataset and pipeline

(P1), we only use K = 3 outer iterations of SOUP-DIL reconstruction, due to the huge dataset size. A single
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iteration of SOUP-DIL took ≈ 6.5 seconds to reconstruct a 640× 320 image on the same server. (Table VIII

in the Supplementary Materials compares reconstruction time for different methods.)

When performing non-adaptive dictionary-based reconstruction, we fixed the dictionary to its inverse

DCT initialization across all iterations, while keeping all other algorithm parameters unchanged. The exper-

iment and results are shown in Sec. 6.7.1 of Supplementary Materials.

An additional experiment compared the compressed sensing algorithm against blind dictionary learning.

We used the MRI reconstruction instance included in the SigPy package3, which uses the primal-dual hybrid

gradient (PDHG) algorithm and 30 iterations. The sparsity penalty is the ℓ1 norm of a orthogonal discrete

wavelet transform, with a weight of 10−7 compared with the data-fidelity term.

6.3.4 Supervised Reconstruction

The denoiser Dθ we used is the Deep Iterative Down-Up Network [120], which has been shown to be

efficient on previous benchmark research with the same fastMRI dataset [102] and in an image denoising

competition [121]. Real and imaginary component of the complex-valued images are formulated as two

input channels of the network. The magnitude of the input image is normalized by the median absolute value.

The batch size is set to 4. We set the data-fidelity weight ν = 2 for the supervised learning.

In each iteration of (6.8), we used the conjugate gradient method to solve the least-squares minimization

problem. Backpropagation of the least-squares problem (calculation of the Jacobian-vector product) is also

performed using the conjugate gradient method. Here we set L = 6 to balance reconstruction quality and

model dimension. In the inference phase, the time cost is around 1.2s for a 20-channel 640 × 320 slice on a

single Nvidia(R) GTX1080Ti GPU. For a fair comparison, the denoiser training settings are the same between

different scenarios in Section 6.4. The number of epochs is set to 40, with a linearly decaying learning rate

from 1e-4 to 0. The optimizer was Adam [122], with parameter βs = [0.5, 0.999].

6.3.5 Performance Metrics

For a quantitative comparison of the reconstruction quality, we used three common metrics: peak signal-

to-noise ratio (PSNR, in dB), structural similarity index (SSIM) [123], and high-frequency error norm (HFEN)

[96], to measure the similarity between reconstructions and ground truth. The HFEN was computed as the ℓ2

norm of the difference of edges between the input and reference images. Laplacian of Gaussian (LoG) filter

was used as the edge detector. The kernel size was set to 15× 15, with a standard deviation of 1.5 pixels.

6.4 Results

6.4.1 Comparing Blind+Supervised vs Strictly Supervised Reconstruction

Table 6.1 compares the performance of combined blind and supervised learning versus strictly supervised

learning on datasets of various sizes using (P1). We used 4 training dataset sizes: 1105, 2244, 4198, and 8205

slices. 10% for each training set was reserved for validation purposes. The test set consisted of 500 different

slices. Training/validation set and test set are from different subjects to avoid data leakage between slices.

Our proposed method’s improvements are fairly robust even when the total dataset size increases, as illus-

trated in Fig. 6.3 that depicts Table 6.1 as a bar chart. Moreover, for small-scale datasets, which are usually

the case in medical imaging, our method still provides significant improvements over the strict supervised

3https://github.com/mikgroup/sigpy
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scheme. We conjecture that the blind learning-based reconstruction provides an image where many artifacts

have been resolved and details have been restored that the supervised learning reconstruction can further

refine.

Tables 6.2 and 6.3 display the quantitative results with the 2D Poisson disk Cartesian sampling pattern and

1D variable density Cartesian sampling mask (changing randomly across training and test cases), respectively.

The training/validation set consisted of 4198 slices and the test set consisted of 500 slices (same as the

4198/500 slices in the previous case). The improvement provided by our scheme (B+S) over strict supervised

learning (S) holds for multiple sampling masks, and is significant under the paired t-test (P < 0.005).

To support the assertion that BLIPS can learn different features than supervised learning, Figs. 6.4,

6.5, and 6.6 also display example slices. Compared to supervised learning, the most obvious difference

in the combined model is the better restoration of fine details. It can be seen that in the blind dictionary

learning results, a fair amount of fine structure is already recovered from the aliasing artifacts. The dictionary

learning results provide a foundation for supervised learning to then residually reduce aliasing artifacts while

preserving these details. This is also strongly implied by our observations in Section VII B and accompanying

Fig. 6.9.

Table 6.4 compares the proposed BLIPS techniques to strict supervised learning, and to supervised learn-

ing initialized with compressed sensing. The compared methods were trained and tested on identical datasets

(4198 slices). The results indicate that the S+B+S BLIPS reconstruction yields the best performance, and the

B+S reconstruction provides the second best performance. However, even compressed sensing reconstruction

combined with supervised learning-based reconstruction performs better than strict supervised learning-based

reconstruction.

Dataset Size 8205 4198 2244 1105

Method S B+S S B+S S B+S S B+S

SSIM 0.944 0.947 0.942 0.946 0.939 0.943 0.930 0.941

PSNR (dB) 35.44 35.70 35.09 35.53 34.65 35.05 33.92 34.82

HFEN 0.450 0.433 0.470 0.443 0.494 0.471 0.538 0.484

Table 6.1: Comparison of supervised learning-based reconstruction (S)

versus our proposed combined blind and supervised learning-based

reconstruction (B+S) using (P1) at various knee training dataset sizes for 5×
acceleration using 1D Cartesian undersampling. The undersampling

mask in Fig. 6.2a was held fixed for training and testing.

Bold digits indicate that B+S method performed significantly better than

the S method under pairwise t-test (P < 0.005).

6.4.2 Strict Separation of Blind and Supervised Learning Reconstruction

Table 6.5 compares explicitly combining blind and supervised learning using (P2) without residual learn-

ing against the proposed method for combining blind and supervised learning. The sampling pattern here is

the same as in Fig. 6.2a. The dataset is the same as the 8205/500 case in Table 6.1. Compared to explicit

consistency with blind learning results, our latent approach reaches a better result. The results demonstrate

that rather than a fidelity prior, the blind learned reconstruction works better as an input to the deep residual

network for further refinement.
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Figure 6.3: Comparison of strict supervised learning-based reconstruction with BLIPS reconstruction across

various knee dataset sizes. Table 6.1 shows the corresponding quantitative values.
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Recon. Method Supervised Blind Blind+Supervised

SSIM 0.960 0.949 0.963

PSNR (dB) 35.33 33.38 35.81

HFEN 0.434 0.507 0.403

Table 6.2: Comparison of supervised learning-based reconstruction

versus our proposed BLIPS and blind learning-based reconstruction

using (P1) for 20 × acceleration using Cartesian 2D Poisson disk

undersampling with mask shown in Fig. 6.2b. The fastMRI knee

dataset was used for training and testing. Bold digits indicate that

B+S method performed significantly better than the S method under

paired t-test (P < 0.005).

Recon. Method Supervised Blind Blind+Supervised

SSIM 0.954 0.945 0.957

PSNR (dB) 34.34 32.79 34.80

HFEN 0.308 0.360 0.284

Table 6.3: Comparison of performance of supervised learning-based

reconstruction against our proposed BLIPS and blind learning-based

reconstruction using (P1) for ≈ 4.5× acceleration using random

variable density 1D sampling mask (changing randomly across

training and test cases). The fastMRI knee dataset was used for

training and testing. Bold digits indicate that B+S method performed

significantly better than the S method under paired t-test (P < 0.005).

Recon. Method S B CS+S B+S S+B+S

SSIM 0.942 0.906 0.943 0.946 0.948

PSNR (dB) 35.09 30.29 35.24 35.53 35.83

HFEN 0.470 0.648 0.464 0.443 0.426

Table 6.4: Comparison of supervised learning-based reconstruction

versus various proposed BLIPS reconstruction approaches using

(P1) and (P2), and CS-initialized supervised reconstruction for

5× acceleration using 1D Cartesian undersampling with mask

shown in Fig. 6.2a. Training was performed using 4198 knee slices

from the fastMRI Knee dataset. Bold digits indicate that S+B+S

method performed significantly better than the S method and CS+S

method under paired t-test (P < 0.005).

6.4.3 Combined Supervised and Blind Learning with Feedback

For the large-scale brain dataset, we tested the idea of using a supervised learning network’s output as

a potentially improved initialization for blind learning (6.14). The blind learning cost is then optimized

for a single iteration with this improved initialization to incorporate additional details captured with blind

learning to improve the first supervised network’s reconstruction. The blind learning result is passed on to

another (second) stage of supervised learning. The networks’ parameters θ1 and θ2 are pre-trained on all

three contrasts and fine-tuned on individual contrast, including T1w, T2w and FLAIR. As a control method,

we concatenated two supervised learned networks sequentially, which can also improve the reconstruction

performance compared with a single unrolled supervised network, and demonstrates substantial improve-
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Recon. Method Explicit Proposed

Blind + Supervised Blind + Supervised

SSIM 0.938 0.946

PSNR (dB) 34.29 35.53

HFEN 0.495 0.443

Table 6.5: Comparison of combined blind and supervised learning using

(P1) versus explicit addition of blind and supervised learning using (P2)

for the mask in Fig. 6.2a. Training was performed using 4198 knee slices

from the fastMRI Knee dataset. Bold digits indicate that B+S method

performed significantly better than the explicit blind + supervised method

under paired t-test (P < 0.005).

ments in PSNR, SSIM, and HFEN for S+B+S with a large dataset. We also compare to deep supervised

reconstruction preceded by a few iterations of blind dictionary learning. (We used 3 iterations here due to the

time constraints associated with generating data for the large fastMRI brain dataset.)

Table 6.6 summarizes the results of this comparison, showing that while S+B+S performs the best, even

B+S (which on the brain dataset, only used 3 iterations of SOUP-DIL reconstruction in the blind module)

manages to outperform strict supervised learning in most contrasts. Fig. 6.7 shows an example slice for this

comparison. Again, combined blind and supervised learning using (P3) preserves finer details better than

cascaded strict supervised learning.

Dataset T1w T2w FLAIR

Method S+S B+S S+B+S S+S B+S S+B+S S+S B+S S+B+S

SSIM 0.965 0.966 0.968 0.964 0.966 0.967 0.944 0.945 0.947

PSNR (dB) 36.86 36.85 37.27 35.37 35.72 35.88 34.23 34.36 34.62

HFEN 0.388 0.384 0.369 0.371 0.353 0.349 0.481 0.470 0.458

Table 6.1: Comparison of strictly supervised learning-based reconstruction (S+S) versus the proposed com-

bined blind and supervised learning-based reconstruction (S+B+S) in (P3) for the fastMRI brain dataset with

8× undersampling with the mask in Fig. 6.2c

.

6.4.4 Performance in the Presence of Planted Features

To compare the ability of BLIPS reconstruction and strictly supervised reconstruction to faithfully repro-

duce image features that are not present in the training dataset (as is often the case with identifying patholo-

gies, etc.), we planted some features in a knee image from the fastMRI dataset, from which raw k-space was

simulated and undersampled, inspired by [112]. The undersampling pattern was 1D variable density ≈ 4.5×,

and was chosen at random to further test robustness.

Fig. 6.8 shows the aforementioned comparison. The BLIPS reconstruction reproduces the planted features

with significantly higher fidelity than strict supervised reconstruction, and has much fewer aliasing artifacts,

as is evident from the residue maps (also pointed out by the blue arrows in the figure). The details or edges of

the planted features are better preserved in the BLIPS reconstruction compared to strict supervised learning-

based reconstruction. The phenomena are consistent across simulated attempts we have tried.
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6.5 Discussion

This work investigated the combination of blind and supervised learning algorithms for MR image recon-

struction. Specifically, we proposed a method that combines dictionary learning-based blind reconstruction

with model-based supervised deep reconstruction in a residual fashion. Comparisons against strictly super-

vised learning-based reconstruction indicate that the proposed reconstruction method significantly improves

reconstruction quality in terms of metrics including PSNR, SSIM, and HFEN, across a range of undersam-

pling and acceleration factors. The robustness of these improvements to the training dataset size suggests that

the features learned during blind learning-based reconstruction using a sparse dictionary adapted separately

for each training and testing image may differ significantly from features learned by deep networks trained

on a large dataset with strictly pixel-wise supervision. While the latter showcases the potential for removing

global aliasing artifacts, the former successfully leverages patterns in an image that are learned just from its

measurements, thereby preserving the finer details of the image in the reconstruction. This claim is further

supported by the error maps of regions of interest of reconstructed image slices. Moreover, the experiments

using planted features suggest that BLIPS reconstruction can adapt to, and reproduce unfamiliar (absent from

the training set) features better than strict supervised learning-based reconstruction. This ability may be a dis-

tinct benefit in the context of identifying pathology in MRI images. The combination of compressed sensing

MRI and deep-supervised learning-based reconstruction also outperformed strict supervised learning-based

reconstruction, reinforcing that features learned using supervision may not subsume traditional sparsity-based

priors.

Past studies have shown that deep learning-based reconstruction is good at reducing aliasing artifacts

compared with model-based iterative methods such as compressed sensing. The majority of supervised mod-

els are trained with pixel-wise ℓ1/ℓ2 norm loss. These approaches generally produce smooth images with

high PSNR but can also introduce blurring. Other methods use GANs or perceptual loss to preserve details.

However, these data-driven methods are often known to introduce realistic artifacts, which is very risky for

medical imaging reconstruction. In our approach, the intrinsic sparsity of MR images is exploited in the

dictionary learning phase to preserve fine structures. Thus, our method combines the advantages of both

worlds: the representation ability of CNNs to resolve aliasing artifacts and dictionary-based signal modeling

to recover high-frequency details. The superior performance in fine-detail recovery is reflected in the smaller

HFEN values that quantify high-frequency features.

From the network training perspective, compared to the pure supervised model our network demon-

strates improved stability and generalizability since it is powered and complemented by both model-based

and adaptive dictionary learning-based components. First, on a relatively small dataset (1105/2244 images),

the method still achieved similar results as with the full (8205 images) training dataset. This means that our

method has clearly lower requirements on the amount of training data to work well compared to the mas-

sive amount of training data needed by typical deep learning-based reconstruction algorithms. Second, the

improvements hold across different sampling patterns with very different PSFs. Third, although 40 train-

ing epochs were used in experiments, our approach requires only 5-8 epochs to converge (with no obvious

over-fitting seen thereafter). In contrast, the supervised model required 20-30 epochs for the training loss to

converge.

Due to the serial nature of the SOUP-DIL algorithm [119] used for dictionary learning here, our al-

gorithm’s reconstruction time is higher than that of strictly supervised reconstruction. The computational

bottleneck is in the atom-wise block-coordinate descent approach to dictionary updating, which cannot be

accelerated by simple vectorization. These alternating updates between each dictionary atom and the corre-
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sponding sparse codes [119] allow for the blind algorithm to residually learn and represent features in the

reconstructed image. Further acceleration of the blind dictionary learning approach might be needed to use

the approach in clinical settings that need a real-time imaging reconstruction workflow. However, it may be

still acceptable for most conventional settings since the scanning itself is often the throughput bottleneck.

The proposed S+B+S approach involves a much quicker (partial) dictionary learning-based step compared to

the proposed vanilla B+S approach. Other fast blind learning approaches involving transform learning [96]

could also make our schemes much more efficient.

Fully Sampled

(a)(PSNR/SSIM/HFEN)

Blind+Supervised Recon. Supervised Recon.

(b) (41.24/0.984/0.355) (c) (39.59/0.980/0.428)

Blind Dict. Learning Recon. Zero-Filled Recon.

(d) (34.20/0.957/0.621) (e) (32.20/0.942/0.850)

Figure 6.4: Comparison of reconstructions for a knee image using the proposed method versus strict su-

pervised learning, blind dictionary learning, and zero-filled reconstruction for the 5× undersampling mask

depicted in Fig. 6.2a. Metrics listed below each reconstruction correspond to PSNR/SSIM/HFEN respec-

tively. The inset panel on the bottom left in each image corresponds to regions of interest (indicated by the

red bounding box in the image) in the image that benefits significantly from BLIPS reconstruction, while the

inset on the bottom right depicts the corresponding error map.
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Fully Sampled

(a)(PSNR/SSIM/HFEN)

Blind+Supervised Recon. Supervised Recon.

(b) (39.81/0.988/0.242) (c) (37.84/0.984/0.329)

Blind Dict. Learning Recon. Zero-Filled Recon.

(d) (32.86/0.981/0.984) (e) (28.9/0.934/0.837)

Figure 6.5: Comparison of reconstructions of a knee image using the proposed method versus strict super-

vised learning, blind dictionary learning, and zero-filled reconstruction for the 20× Poisson-disk undersam-

pling mask depicted in Fig. 6.2b. Metrics listed below each reconstruction correspond to PSNR/SSIM/HFEN

respectively. The inset panel on the bottom left in each image corresponds to regions of interest (indicated by

the red bounding box in the image) in the image that benefits significantly from BLIPS reconstruction, while

the inset on the bottom right depicts the corresponding error map.

6.6 Conclusion and Future Work

This paper investigated a combination of shallow dictionary learning and deep supervised learning for

MR image reconstruction that leverages the complementary nature of the two methods to bolster the quality

of the reconstructed image. We verify this benefit by comparisons using a variety of metrics (including SSIM,

PSNR, and HFEN) against strictly supervised learning-based reconstruction, reconstruction as initialization.

We also investigate alternative approaches for combining the two forms of reconstruction. Our observations

suggest that the primary benefits of including blind learning in the reconstruction pipeline are the preservation
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Fully Sampled

(a)(PSNR/SSIM/HFEN)

Blind+Supervised Recon. Supervised Recon.

(b) ( 35.60/0.970/0.164) (c) (34.66/0.964/0.209)

Blind Dict. Learning Recon. Zero-Filled Recon.

(d) (33.75/0.962/0.219) (e) (27.66/0.881/0.628)

Figure 6.6: Comparison of reconstructions of a knee image using the proposed method versus strict super-

vised learning, blind dictionary learning, and zero-filled reconstruction for the random 1D undersampling

masks (≈ 4.5×). Metrics listed below each reconstruction correspond to PSNR/SSIM/HFEN respectively.

The inset panel on the bottom left in each image corresponds to regions of interest (indicated by the red

bounding box in the image) in the image that benefits significantly from BLIPS reconstruction, while the

inset on the bottom right depicts the corresponding error map.

of ‘finer’ details in the output image and robustness to the availability of training data.

In the future, we aim to apply our methods to non-Cartesian undersampling patterns such as radial and

spiral patterns, and to other modalities. The generalizability of the method, especially with heterogeneous

datasets, will be further explored. We observed some variation in the performance of our method to the im-

posed sparsity level in (6.2). More careful tuning of hyperparameters will be necessary to optimize the overall

performance of such methods. Curiously, we also observed that using additional iterations of blind learning

reconstruction in (6.14) adversely impacted the performance of our methods. The cause for this behavior is

unknown (beyond oversmoothing), and needs further investigation. We also plan to investigate the benefits
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Fully Sampled

(a)(PSNR/SSIM/HFEN)

S+B+S Recon. S+S Recon.

(b) (40.00/0.987/0.269) (c) (38.73/0.983/0.320)

S+B Recon. Zero-Filled Recon.

(d) (38.89/0.981/0.314) (e) (30.13/0.9451/0.8615)

Figure 6.7: Comparison of reconstructions for two T2w brain images using the S+B+S learning reconstruc-

tion method proposed in (P3) versus cascaded S+S strict supervised learning-based reconstruction, S+B re-

construction, and zero-filled reconstruction for an 8× equidistant undersampling mask. The S+B reconstruc-

tion depicts the output of one iteration of blind reconstruction initialized with a supervised reconstruction.

Metrics listed below each reconstruction correspond to PSNR/SSIM/HFEN respectively.The inset panel on

the bottom left in each image corresponds to regions of interest (indicated by the red bounding box in the

image) in the image that benefits significantly from BLIPS reconstruction, while the inset on the bottom right

depicts the corresponding error map. The blue arrows indicate the position of image detail that is present in

the the BLIPS reconstruction, but not strict supervised learning-based reconstruction.

of multiple iterations of combined blind and supervised learning based reconstruction, extending the S+B+S

approach considered here. Aside from the benefits of traditional ‘handcrafted’ priors in combination with

supervised deep learning, from the perspective of learning only from measurements of the image being re-

constructed, and then filling in the gaps with supervised data-driven learning, it would be interesting to study

the combination of deep blind approaches[124, 125, 126, 127] with deep supervised learning.
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6.7 Supplementary Materials

6.7.1 Comparison with Non-Adaptive Dictionary-based Initialization for Supervised Learning

In this experiment, we fixed the dictionary D in (6.2) as an overcomplete inverse DCT matrix and did not

update it. We then used the resulting reconstructed image to initialize the supervised reconstruction algorithm.

Table 6.6 compares the results of proposed blind+supervised learning versus non-adaptive dictionary-based

initialization for supervised learning. The sampling pattern remains the same as in the previous case. 4198

slices were used for training, with 10% left for validation. The test set consisted of 500 slices.

Recon. Method Fixed Dictionary+Supervised Blind+Supervised

SSIM 0.945 0.946

PSNR (dB) 35.37 35.53

HFEN 0.452 0.443

Table 6.7: Comparison of performance of non-adaptive dictionary-based

initialization for supervised learning-based reconstruction versus our proposed

combined blind and supervised learning-based reconstruction, for the

undersampling mask shown in Fig. 6.2b. The data set involved is the 4198/500

slices from the fastMRI knee dataset.

We surmise that the reason for relatively small improvements with blind learning over a fixed dictionary

initialization in our proposed pipeline is due to the lack of proper parameter tuning during dictionary learning.

One way to remedy this would be to vary the sparsity penalty weight, λ, across outer-iterations of dictionary

learning-based reconstruction as is done in [119]. Furthermore, the initialization for blind dictionary learning

was a zero-filled reconstruction, which can be detrimental to learning a ‘good’ dictionary. We expect that

addressing these issues could further bolster the performance of BLIPS reconstruction.

6.7.2 Contribution of Residual Supervised Learning

To gain more insight into the mechanism of the proposed BLIPS reconstruction, we examined the resid-

ual component added to the blind dictionary learning-based reconstruction by the supervised learning-based

reconstruction component. Essentially, we removed the blind learning output from the BLIPS reconstruction

to study the contribution of the supervised module. Fig. 6.9 shows the contribution of the supervised learning

component for Fig. 6.5.

We observe that the supervised learning module mainly contributes to removing left-over aliasing artifacts

from the blind learning-based reconstruction, and also focuses on sharpening the details in the blind recon-

struction. This observation reinforces the concept of complementarity of blind and supervised learning-based

reconstruction.

6.7.3 Reconstruction Times

Table 6.8 lists the reconstruction times for the various methods proposed and compared to in this work.

Strict supervised learning is the fastest, while the BLIPS approach in Fig. 6.1 (P1) is the slowest, because it re-

quires several iterations of the SOUP-DIL algorithm [119], currently implemented in Matlab. This drawback

may be remedied by providing a better initialization for dictionary learning and using GPUs for acceleration.
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Recon Method Recon Time (s)

S 1.2

B 170

CS+S 80.2

B+S 171.2

S+B+S 8.7

Table 6.8: Comparison of reconstruction times of various

methods explored in our work

6.7.4 Failure Cases

We surmise that a primary limitation of our proposed BLIPS approach would occur when the blind re-

construction module would fail to reconstruct good quality images. This may happen, when there are not

substantial patterns/features to learn from the undersampled data to aid in the blind reconstruction. In these

settings, strict supervised reconstruction would fare better because of its ability to ‘fill-in’ gaps in acquisition

with learning from ensemble data, unlike in BLIPS where training datasets are used to learn features that

refine the blind learning reconstruction. However, in the experiments that we have performed in this work,

at various undersampling factors, we have not encountered a case in our test dataset where BLIPS learning

under-performs strict supervised learning. We surmise that more vigorous undersampling is necessary to

observe a failure case.

6.7.5 Effect of Dictionary Learning Compression on Fully-Sampled Images

The expression of signals as a sparse linear combination of dictionary atoms functions on the assumption

that important details in the image can be preserved when using a sparse synthesis model, while the rest of the

information that is not preserved is in effect noise/aliasing artifacts. Here, we study how the sparsity penalty

for dictionary learning affects the features in a fully-sampled reconstruction when it is compressed using a

blind-learned dictionary.

Fig. 6.10 shows a fully-sampled image and its synthesis using a blind-learned dictionary and sparse co-

efficients at λ = 0.2, which is the same sparsity penalty used for BLIPS dictionary learning in (P1). We

observe, from the comparison and the residues that most of the details from the ground truth are preserved in

the dictionary-compressed image, though features in the latter appear to be smoothed out.
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Fully Sampled Blind+Supervised Recon. Supervised Recon.

(a)(PSNR/SSIM/HFEN) (b) (35.00/0.960/0.2263) (c) (33.83/0.955/0.3020)

Blind Dict. Learning Recon. Zero-Filled Recon.

(d) (29.86/0.948/0.2985) (e) (30.07/0.915/0.6356)

Figure 6.8: Comparison of reconstructions of a knee image using the proposed method versus strict super-

vised learning for an image slice with artificially planted features. The undersampling mask was chosen to

be random ≈ 4.5×. Metrics listed below each reconstruction correspond to PSNR/SSIM/HFEN respectively.

The inset panels on the bottom in each image correspond to regions of interest (indicated by the red/green

bounding boxes in the image) in the image that benefit significantly from BLIPS reconstruction, while the

insets on the top depicts the corresponding error map. The blue arrows indicate the position of an aliasing

artifact that is present in the zero-filled reconstruction and strict supervised learning, but not in the BLIPS

reconstruction.
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Figure 6.9: Residual contribution of the supervised learning module for the image in Fig. 6.5, obtained by

removing the blind dictionary learning output from the BLIPS reconstructed image.
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(a) Fully-Sampled Ground Truth

(b) Dictionary Representation (PSNR = 38.23 dB)

(c) Error Map

Figure 6.10: Comparision of (a) fully-sampled ground truth knee image, and (b) its synthesis from a blind

learned dictionary and sparse coefficients at sparsity penalty λ = 0.2. We observe from the residues (c), that

a majority of the features in the fully sampled image are preserved in the synthesis

67



CHAPTER VII

Future Work

This chapter lists some of the possible extensions to the work presented in the thesis.

• In Chapter III, we use a linear interpolation scheme to explore the space of labels to design an opti-

mized labeling schedule. However, due to the time-costs associated with a grid search for the labeling

schedule, as presented in our work, the space of labels is not explored thoroughly. This limitation

would change if gradient-based methods were used to minimize our optimization cost. However, these

methods have a tendency to converge to local minima. So, a better approach would be to first minimize

our objective using a grid-search, and then use the optimized schedule to initialize a gradient-based

minimization of our optimization objective.

• Also in Chapter III, the precision in perfusion estimates can be bolstered by attaching maximum weight

to it during optimization. We need to study the extent to which this improves the perfusion estimates.

• In Chapter IV, we adopt VSI pulses to deal with the limitations of available perfusion information in

multi-slice perfusion quantification using pCASL-MRF. An alternate strategy would be to use under-

sampling to reduce the acquisition time for every TR and use that time to acquire more information

about using pCASL labeling pulses.

• Pertaining to the previous point, an avenue of further investigation would be to optimize how the

sampling pattern varies across the acquired frames to aid the uniqueness of our fingerprints.

• In Chapter IV, we need to incorporate toggling of the arterial suppression module across TRs to obtain

information about the blood volume fraction using the VSI pulses, and decide upon the fraction of

acquisitions that have the arterial suppression turned off.

• In our current implementation of ASL-MRF optimization, we optimize the labeling duration/ post

labeling delays first, and then proceed to optimize the label-control or arterial suppression order. We

could attempt to do this jointly by optimizing for a n × 1 vector at each TR instead of a single value.

Since the latter are usually binary valued, we may need to approximate their values using a sigmoid

function.

• We need to study the necessity of optimization of the VSI PLD schedule, i.e., whether the predicted

improvement in precision due to optimization is significant.

• More in-vivo studies involving validation against other techniques like multi-PLD VSI-ASL or standard

delay pCASL will allow us to ascertain the benefits of using VSI pulses in MRF-ASL.
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• In chapter V, we discuss the possibility of using combined supervised and blind dictionary learning to

denoise fixed-delay ASL time series, where there is a scarcity of available training data. This needs to

be studied.

• An interesting avenue of research in Chapter V would be the undersampling/corruption level which

would provide the highest benefits from the use of the Super-BReD algorithm. This would allow us to

ascertain which applications would benefit the most from the Super-BReD framework.

• In Chapter VI, we discuss the possibility of exploring alternative algorithms for the blind learning

module in BLIPS, including blind deep learning approaches. This needs to be investigated.

• A major setback of BLIPS learning in Chapter VI is the relatively high runtime of the SOUP-DIL

algorithm used in the blind learning reconstruction module. Since the dictionary learning objective is

only partially optimized (using a few iterations), we could adopt parallel dictionary learning algorithms

to learn the dictionary and sparse coefficients to speed up this process. Parallel dictionary learning can

also enable the blind reconstruction module to benefit from the use of GPUs.

• The selection of hyperparameters for regularization in dictionary learning and data-consistency update

is an aspect that needs to be investigated more thoroughly. In our current work, we have adhered to

values that to provide reasonable performance on a select few images. However, these regularization

parameters can be learned during training or decided based on performance on a validation dataset.

• Another interesting alternative for the blind learning module would be to use transform learning as in

[96] which would be significantly faster.

• Comparison and contrast of BLIPS reconstruction to self-distillation methods [130], which use the

output yielded by a deep neural network as the targets for the subsequent training would make for an

interesting study.

• Finally, a thoroughly planned study involving radiologist evaluation would help emphasize the im-

provements due to BLIPS reconstruction in a clinical setting.
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