
Quantitative Image Reconstruction Methods for
Low Signal-To-Noise Ratio Emission Tomography

by

Hongki Lim

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Electrical and Computer Engineering)

in the University of Michigan
2020

Doctoral Committee:

Professor Yuni K. Dewaraja, Co-Chair
Professor Jeffrey A. Fessler, Co-Chair
Professor Jason J. Corso
Professor Issam El Naqa



Hongki Lim

hongki@umich.edu

ORCID iD: 0000-0002-2764-3730

© Hongki Lim 2020



To my God.

ii



Acknowledgments

First of all, I would like to thank my advisor Prof. Jeff Fessler with my deepest respect. I
remember the moment when I emailed him to ask about research opportunity after taking his class.
It took me several months to click the “send” button because I was worried about myself of being
mediocre student unlike the ingenious professor. However, thanks to his generous acceptance and
encouragement, I was able to approach the finish line of my PhD journey. Trying to be like him
itself was a greatest education in my life. I would also like to thank Prof. Yuni Dewaraja for her
endless patience over me. I even had not heard about PET or SPECT when I begin the research,
but she kindly taught me the basics of emission tomography again and again. I have made so many
mistakes and it was her additional work to catch and correct the mistakes. I also appreciate her
generous support for my professional growth. I would also thank those who have served on my
committee, Profs. Jason Corso, Issam El Naqa, for their time and contributions to this dissertation.

Finally, I would like to thank my parents for the lifelong support and my wife Jina for her
passionate love.

This work was supported by grant R01 EB022075, awarded by the National Institute of Biomed-
ical Imaging and Bioengineering, National Institute of Health, US Department of Health and Human
Services.

iii



Table of Contents

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

Chapter

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Reducing Bias in Y-90 PET Images by Enforcing Non-Negativity in Projection Space 18

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.1 Proposed formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.2 Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.1 Evaluation result on 3-D PET emulation . . . . . . . . . . . . . . . . . . 31
3.4.2 Result on fully 3-D PET emulation . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Effect of algorithm parameter . . . . . . . . . . . . . . . . . . . . . . . 33

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 Y-90 SPECT Reconstruction With a Model for Tissue-Dependent Bremsstrahlung
Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2.1 Image reconstruction with a tissue dependent system model . . . . . . . 40
4.2.2 Bremsstrahlung yield in different tissue . . . . . . . . . . . . . . . . . . 41
4.2.3 Experimental measurement and phantom simulation . . . . . . . . . . . 42

iv



4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1 Bremsstrahlung yield in different tissue . . . . . . . . . . . . . . . . . . 44
4.3.2 SPECT measurement with tissue and bone equivalent media . . . . . . . 45
4.3.3 XCAT simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5 Improved Low-Count Quantitative PET Reconstruction With an Iterative Neural
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2.1 BCD algorithm for MBIR using “learned” convolutional regularization . 54
5.2.2 BCD-Net for PET MBIR and its training . . . . . . . . . . . . . . . . . 56
5.2.3 BCD-Net for measurement data in PET . . . . . . . . . . . . . . . . . . 57
5.2.4 Conventional MBIR methods: Non-trained regularizers . . . . . . . . . . 59
5.2.5 Experimental setup: Digital phantom simulation and experimental mea-

surement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.6 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.7 Training details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.1 Reconstruction setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.2 Results: Reconstruction (testing) on simulation data . . . . . . . . . . . 65
5.3.3 Results: Reconstruction (testing) on measurement data . . . . . . . . . . 66

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6 SPECT Reconstruction With Trained Regularizer Using CT-Side Information . . . . 73

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.2.1 A trained regularization method using CT-side information . . . . . . . . 76
6.2.2 Neural network for CT segmentation . . . . . . . . . . . . . . . . . . . 78
6.2.3 Conventional non-trained regularizer using CT-side information . . . . . 79
6.2.4 Dataset for CT segmentation network . . . . . . . . . . . . . . . . . . . 80
6.2.5 Dataset for SPECT denoising network . . . . . . . . . . . . . . . . . . . 80
6.2.6 Training denoising and segmentation networks . . . . . . . . . . . . . . 81
6.2.7 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3.1 Results on CT segmentation . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3.2 Results on SPECT reconstruction . . . . . . . . . . . . . . . . . . . . . 83

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

v



List of Figures

FIGURE

1.1 Y-90 PET/CT and PET images corresponding to a patient treated with 5.8 GBq of Y-90
microspheres to the right lobe. Liver (green) and lesion segmentations are indicated in
the PET/CT images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 An example demonstrating the challenge of Lu-177 SPECT imaging with tracer quanti-
ties of Lu-177 due to the low intensity of the Lu-177 gamma-ray and the corresponding
low count-rates. The image on the left corresponding to a 7.4 GBq therapy admin-
istration, 25 min acquisition. The image on the right was acquired at the end of the
imaging session with a reduced acquisition time of 1 min to emulate a∼300 MBq tracer
administration. We aim to improve low-count SPECT to reduce noise for pre-therapy
imaging as well as to enhance post-therapy imaging with shorter acquisition times,
later imaging time points and voxel-level estimation. . . . . . . . . . . . . . . . . . . 3

2.1 Diagram of a SPECT system with collimated detector (left) and PET system with a
cylindrical ring of detectors (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Background events in PET: random coincidence event (left) and scattered coincidence
event (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Events in Y-90 PET imaging: Very low true coincidences and high random fraction. . 10
2.4 1D illustration of optimization transfer principle. . . . . . . . . . . . . . . . . . . . . 11

3.1 Reconstruction results when simulating realistic conditions of low count rates: (a) A
histogram showing how the standard reconstruction algorithm (EM) can have a positive
bias in the cold regions in the setting of lower count-rates. Cold region refers to the
outside of liver where the true image has no counts. An example slice of the true image
is shown in Fig. 3.3. (b) A histogram illustrating how the proposed method avoids the
positive bias by allowing negative values. . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Y-90 decay scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 True image and the corresponding projection: (a),(c) and (b),(d) are slices of true image

and projection views at one angle simulating the conditions of patient A and B data
respectively. Activity concentration ratio between healthy liver and hot spot (lesion) is
1:5 to simulate the typical uptake ratio. . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4 Results from simulating Patient B conditions. Proposed algorithm (green) gives higher
contrast and better activity recovery than other regularized algorithms but NEG-ML-
Reg (magenta) has lower noise in liver and FOV bias. . . . . . . . . . . . . . . . . . 32

vi



3.5 Evaluation result on simulation of fully 3D-PET (number of projection angles is 1680).
Proposed algorithm converges to similar point in Fig. 3.4, whereas NEG-ML-Reg
changes its converged point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.6 Reconstructed images using regularized SPS, NEG-ML-Reg with ψ = 4 and proposed
algorithm. True image corresponds to Fig. 3.3(b). First row and second row are the
results when the number of projection angle is 168 and 1680 respectively. Regularized
SPS and proposed algorithm do not change much when the number of angles is
increased. However, NEG-ML-Reg (ψ = 4) gets blurred. . . . . . . . . . . . . . . . . 34

3.7 (a) Cost function value versus iteration. Proposed method with the constraintAx+r̄ ≥
0 achieves the lowest cost function. (b) Measurement and estimated measurements.
Standard method with conventional constraint (SPS-Reg) always predicts ȳi(x) above
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Abstract

Novel internal radionuclide therapies such as radioembolization (RE) with Y-90 loaded mi-
crospheres and targeted therapies labeled with Lu-177 offer a unique promise for personalized
treatment of cancer because imaging-based pre-treatment dosimetry assessment can be used to
determine administered activities, which deliver tumoricidal absorbed doses to lesions while sparing
critical organs. At present, however, such therapies are administered with fixed or empiric activities
with little or no dosimetry planning. The main reason for lack of dosimetry guided personalized
treatment in radionuclide therapies is the challenges and impracticality of quantitative emission
tomography imaging and the lack of well established dose-effect relationships, potentially due to
inaccuracies in quantitative imaging. While radionuclides for therapy have been chosen for their
attractive characteristics for cancer treatment, their suitability for emission tomography imaging is
less than ideal. For example, imaging of the almost pure beta emitter, Y-90, involves SPECT via
bremsstrahlung photons that have a low and tissue dependent yield or PET via a very low abundance
positron emission (32 out of 1 million decays) that leads to a very low true coincidence-rate in the
presence of high singles events from bremsstrahlung photons. Lu-177 emits gamma-rays suitable
for SPECT, but they are low in intensity (113 keV: 6%, 208 keV: 10%), and only the higher energy
emission is generally used because of the large downscatter component associated with the lower
energy gamma-ray.

The main aim of the research in this thesis is to improve accuracy of quantitative PET and SPECT
imaging of therapy radionuclides for dosimetry applications. Although PET is generally considered
as superior to SPECT for quantitative imaging, PET imaging of ‘non-pure’ positron emitters
can be complex. We focus on quantitative SPECT and PET imaging of two widely used therapy
radionuclides, Lu-177 and Y-90, that have challenges associated with low count-rates. The long term
goal of our work is to apply the methods we develop to patient imaging for dosimetry based planning
to optimize the treatment either before therapy or after each cycle of therapy. For Y-90 PET/CT,
we developed an image reconstruction formulation that relaxes the conventional image-domain
nonnegativity constraint by instead imposing a positivity constraint on the predicted measurement
mean that demonstrated improved quantification in simulated patient studies. For Y-90 SPECT/CT,
we propose a new SPECT/CT reconstruction formulation including tissue dependent probabilities
for bremsstrahlung generation in the system matrix. In addition to above mentioned quantitative

x



image reconstruction methods specifically developed for each modality in Y-90 imaging, we propose
a general image reconstruction method using trained regularizer for low-count PET and SPECT that
we test on Y-90 and Lu-177 imaging. Our approach starts with the raw projection data and utilizes
trained networks in the iterative image formation process. Specifically, we take a mathematics-based
approach where we include convolutional neural networks within the iterative reconstruction process
arising from an optimization problem. We further extend the trained regularization method by
using anatomical side information. The trained regularizer incorporates the anatomical information
using the segmentation mask generated by a trained segmentation network where its input is the
co-registered CT image. Overall, the emission tomography methods we have proposed in this work
are expected to enhance low-count PET and SPECT imaging of therapy radionuclides in patient
studies, which will have value in establishing dose – response relationships and developing imaging
based dosimetry guided treatment planning strategies in the future.
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CHAPTER 1

Introduction

Treatment based on fixed- or weight- adjusted activities continues to be the standard of care
in most targeted radionuclide therapies (TRT). This practice starkly contrasts with external beam
radiotherapy where precise treatment plans are developed on an individualized basis to predict
and manage absorbed dose to target lesions and to normal organs. The barriers to improving
efficacy of internally administered therapy by implementing such an approach start with the lack
of well validated imaging and dosimetry tools that are practical for the clinical environment, and
lack of studies that establish convincing relationships between absorbed dose and response [1, 2],
potentially due to inaccuracies in absorbed dose estimation. Accurately segmenting and quantifying
the activity in lesions/normal organs is imperative for accurate dosimetry because the absorbed dose
to a volume of interest depends on the time-integrated (cumulated) activity in the source volumes.
While radionuclides for therapies have attractive characteristics for the treatment of cancerous
tumors, imaging such radionuclides is challenging and complex. For example, imaging of the
almost ‘pure’ beta emitter Y-90 involves SPECT via bremsstrahlung photons produced with low
probability by the betas or PET via a very low abundance positron in the presence of bremsstrahlung
that leads to low signal-to-noise, especially in low-uptake regions such as the non-tumoral liver
in Y-90 radioembolization. Because of the challenges of direct quantitative imaging of therapy
radionuclides, often surrogate imaging tracers are used prior to therapy to predict the distribution,
pharmacokinetics and dosimetry of the therapy administration. For example for Y-90 microsphere
radioembolization, particles labelled with Tc-99m serve as a SPECT imaging surrogate while for
Lu-177 targeted therapies radiotracers labelled with Ga-68 serve as a PET surrogate. However,
because of differences between the distribution pattern/pharmacokinetics of the imaging surrogate
and the therapeutic agent [3], improving direct imaging of the actual delivered Y-90 and Lu-177 is
of much value for dosimetry applications.

Our aim is to develop methods for accurate quantitative low count emission tomography imaging
of ‘difficult to image radionculides’ and these methods are discussed in this dissertation. We focus
on Y-90 PET and SPECT and Lu-177 SPECT, but with some adjustment, these methods can be
generalized to other radionuclides. In addition to enhancing accuracy of imaging based dosimetry
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Figure 1.1: Y-90 PET/CT and PET images corresponding to a patient treated with 5.8 GBq of Y-90
microspheres to the right lobe. Liver (green) and lesion segmentations are indicated in the PET/CT
images.

our methods are expected to enhance practicality of dosimetry guided treatment. Improving low
count imaging enables short scan times that reduce the imaging burden on patients and to the clinic
and facilitates whole body imaging, rarely performed for Y-90 PET or Lu-177 SPECT because of
the requirements on camera time. It also enables imaging at later time points, where count-rates are
substantially lower, relevant when time-activity data are needed to determine cumulated activities for
dosimetry. Finally, enhancing low-count imaging opens up the possibility of pre-therapy imaging
directly with tracer quantities (typically < 185 GBq) of Y-90 or Lu-177 instead of relying on
surrogate imaging agents. Direct pre-treatment imaging with Lu-177 or Y-90 is currently not
performed in the clinic, because with the low count-rates it is considered infeasible. Enhancing low
count imaging is particularly relevant when voxel-level activity quantification is of interest as in
3-D dosimetry applications.

This work focuses both on formulating new reconstruction strategies as well as clinically relevant
evaluations in Lu-177 SPECT and Y-90 PET and SPECT studies. Ground-truth activity distribution
is available in simulation and phantom measurement studies, whereas true activity distribution is
unknown in patient studies. Therefore, we mainly evaluated the quantification/noise improvements
made by our proposed methods with simulation and phantom measurement studies in Chapter 3-6
using geometries, count-rates and distributions that are typical for Y-90 radioembolization or Lu-177
targeted radionuclide therapy. However, we also show and discuss the impact of the proposed
methods on patient studies with visualization and available evaluation metrics.
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Standard acquisition Standard acquisition Emulated pre-therapy acquisition
SPECT/CT (25 minutes) (1 minute)

Figure 1.2: An example demonstrating the challenge of Lu-177 SPECT imaging with tracer
quantities of Lu-177 due to the low intensity of the Lu-177 gamma-ray and the corresponding
low count-rates. The image on the left corresponding to a 7.4 GBq therapy administration, 25
min acquisition. The image on the right was acquired at the end of the imaging session with a
reduced acquisition time of 1 min to emulate a∼300 MBq tracer administration. We aim to improve
low-count SPECT to reduce noise for pre-therapy imaging as well as to enhance post-therapy
imaging with shorter acquisition times, later imaging time points and voxel-level estimation.

In the first part of our work (Chapter 3), we implemented a new PET reconstruction formulation
that enforces nonnegativity of the projections instead of the voxel values that is standard for
conventional reconstruction as in (2.9). Unlike most existing PET reconstruction methods that
impose non-negativity constraints on the reconstructed image, which produce biased reconstructions
in low count setting, this new formulation allows some negative voxel values thereby potentially
reducing bias. The impact of biased reconstruction on low counts Y-90 PET is well recognized [4],
but to our knowledge solutions specific to Y-90 had not been proposed. Previous related works
used modifications of the log-likelihood for Poisson data. Because maximum likelihood estimation
(based on the correct statistical model) is known to be asymptotically efficient (lowest possible
variance of an unbiased estimator), modifying the log-likelihood may affect image noise properties
and the modifications require additional parameters to tune. Our objective is similar to these
previous works, namely reducing the bias observed in low statistics PET, especially for Y-90 PET.
However, our proposed algorithm is distinct because it avoids modifying or approximating the
Poisson log-likelihood used in the data-fit term. To relax the non-negativity constraint embedded in
PET reconstruction while retaining the original Poisson likelihood, we used an Alternating Direction
Method of Multipliers (ADMM) and applied the automatic parameter selection method to improve
the convergence speed. The new formulation improved quantification in simulation studies and
demonstrated improved contrast recovery with patient and phantom PET measurements data. The
efficacy of our method is especially notable when the activity concentration in the volume of interest
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is very low.
In the second part of our work (Chapter 4), we incorporated the tissue-dependent probability of

bremsstrahlung production into the Y-90 SPECT/CT image reconstruction method. We added a
term to the system matrix to model the bremsstrahlung spectra produced in each voxel as a bone-
volume fraction weighted mixture of the bone-only and tissue-only spectra to consider the material
dependence of the bremsstrahlung generation, which is disregarded in existing reconstruction
methods. While the yield of positrons used in Y-90 PET is independent of the tissue media, the
yield of bremsstrahlung photons used in SPECT is tissue dependent because bremsstrahlung photon
generation is proportional to atomic number of the tissue medium. As a consequence of the atomic
number dependence of the bremsstrahlung production probability, the same amount of Y-90 activity
in different tissue regions of the body will generate different numbers of bremsstrahlung photons,
which impacts both qualitative and quantitative assessment of Y-90 SPECT images. The difference in
bremsstrahlung production probabilities (per beta decay) is particularly significant when comparing
bone and soft tissue. Although this effect may not significantly impact (homogeneous) liver imaging,
it is expected to impact quantification accuracy in heterogeneous regions such as marrow near
bone, which is of interest in bone marrow dosimetry in Y-90 radioimmunotherapy. There were no
prior works addressing the tissue dependence of bremsstrahlung generation, hence the Y-90 images
reported are the distribution of the external bremsstrahlung photons generated by the beta particles
and not the Y-90 activity distribution.

In the third part of our work (Chapter 5), we proposed a trained regularizer based iterative
reconstruction method that mitigates bias effects with lower computational costs and without
increasing noise. Conventional regularizers used in emission tomography penalize differences
between neighboring pixels. That approach is equivalent to assuming that convolving the image
with the finite difference filters along different directions produces sparse outputs. Using such
“hand-crafted” filters is unlikely to be the best approach. A recent trend is to use training data
to learn filters that produce sparse outputs when convolved with images of interest. Previous
training-based regularization methods for emission tomography borrowed the neural networks that
were developed for other purposes (e.g., medical image segmentation). However, the proposed
framework is derived by an optimization formulation with a mathematical motivation, characterized
by fewer parameters, thereby avoiding over-fitting and making training from small data sets feasible.
The numerical results showed that proposed method significantly improves PET reconstruction
performance whereas conventional state-of-the-art regularizers had a trade-off between noise and
quantification.

In the last part of our work (Chapter 6), we further extend the trained regularizer for emission
image reconstruction in Chapter 5 by using anatomical information available from co-registered
CT or MR. Most existing trained regularizers for emission tomography do not fully exploit the
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information from dual-modality system like SPECT-CT or PET-MR. Incorporating anatomical
information into emission tomography can be beneficial because anatomical images have better
resolution than emission images and offer accurate boundary information. We propose multi-
modality based regularizer which is exploiting anatomical side information provided with CT
segmentation mask given by trained segmentation network. We tested the efficacy of the proposed
method with an application in Lu-177 SPECT. The numerical and qualitative results showed that
proposed method significantly improves SPECT reconstruction performance compared to the
conventional regularization method using CT-side information.
The summary of original contributions of this dissertation is as follows:

• New Y-90 PET reconstruction algorithm enforcing new non-negativity constraint is developed
[5–7].

• New Y-90 SPECT reconstruction algorithm incorporating new tissue-dependent bremsstrahlung
generation probability is developed [8, 9].

• New trained regularizer for general low-count imaging is developed [10–12].

• New trained regularizer using CT-side information from dual modality system (e.g., SPECT/CT)
is developed [13].
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CHAPTER 2

Background

This chapter reviews background material of PET and SPECT nuclear medicine imaging
modalities that is used in subsequent chapters. Emission tomography (ET) uses radioactive material
to image the body’s physiology. ET is categorized as a functional imaging because it shows
functional properties of human body such as metabolism and blood flow. For example, F-18
fludeoxyglucose (FDG) is a radionuclide combined with glucose and it is metabolized by the cell
and remains within the cell. Because malignant tumor cells tend to have higher glucose metabolism
than the healthy cells, high uptake of FDG indicates the possible existence of malignant cells.
Besides the radionuclides used for diagnostic imaging purposes such as F-18 widely used in PET
imaging and Tc-99m widely used in diagnostics SPECT imaging, theranostic (therapy + diagnostic)
radionuclides enable both imaging and delivery of tumoricidal radiation absorbed doses to destroy
cancerous cells. Two such examples are Y-90 and Lu-177, both of which emit beta particles that
are widely used to deliver the therapeutic effect in radionuclide therapy. For example, transarterial
radioembolization with microspheres loaded with Y-90 is an established treatment for unresectable
hepatocellular carcinoma and for liver metastases, with promising clinical results that show longer
progression free survival (PFS) with reduced toxicity than chemoembolization [14] and a survival
advantage over (sorafenib) chemotherapy [15]. Another example is Lu-177 DOTATATE, a targeted
radionuclide therapy (TRT) that was recently FDA approved for treatment of neuroendocrine tumors
(NETs). Lu-177 is preferentially delivered to tumor cells by DOTATATE, which binds to the
somatostatin receptors expressed by most well-differentiated NETs [16]. A randomized trial [17]
demonstrated a markedly longer PFS with Lu-177 DOTATATE than the control group receiving the
non-radioactive DOTATATE, the current standard of care.

Both Lu-177 and Y-90 are considered as theransotic radionculides because in addition to the
beta particles they emit that are used to deliver the tumorcidal radiation, they are both associated
with photons or gamma-ray emissions that can be used to directly image and quantify the activity
distribution in the patient. However, quantitative imaging with these therapy radionculides is
considerably more challenging than diagnostics radionuclides such as Tc-99m in SPECT and
F-18 in PET that have been chosen for their ideal characteristics for imaging. Thus, there is
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Figure 2.1: Diagram of a SPECT system with collimated detector (left) and PET system with a
cylindrical ring of detectors (right)

much incentive to address the challenges of quantitative imaging of therapy radionculides. One
of the challenges common to both Lu-177 and Y-90 imaging is the low intensity of the gamma-
rays/photons and the corresponding low-count-rates, which will be a focus of this thesis. Enhancing
direct imaging of therapy radionuclides will help to establish convincing relationships between
absorbed dose and effect (response, toxicity) and enable future dosimetry guided treatment planning
instead of the current aproach of using fixed or empiric actvity administration. For example, Lu-177
DOTATATE is administered to patients in four cycles with fixed activity of 7.4 GBq/cycle without
consideration of the absorbed doses delivered to tumor or normal organs. With accurate and practical
quantitative imaging based dosiemrty protocols, Lu-177 SPECT/CT can be performd after each
cycle of therapy to plan the subsequent therapy or to determine if the next scycle is even needed.

Positron emission tomography (PET) [18] and single photon emission computed tomography
(SPECT) [19] are the two main techniques of imaging and quantifying these theranostic agents
[20–23]. Although PET is considered as superior to SPECT in quantitative imaging applcations
due to superior spatial resolution and sensitivity, several of the radionuclides used for therapy emit
gamma-rays suitable for SPECT and are not positron emitters [24]. Furthermore, SPECT is more
widely available and is more economical. Hence there is value in improving both PET and SPECT
imaging of therapy radionuclides. They are mainly distinguished by the decay properties of the
administered radiotracer and this distinction leads to different design of hardware for each modality
(PET or SPECT) to localize the tracer. SPECT is based on imaging single photons, typically
gamma-rays, emitted by the radioactive material within the patient. To determine the corresponding
line of response (LOR) between the detector and the point of photon emission, collimated detectors
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are used as shown in Fig. 2.1. Collimators enable the detector to select the photons that travel
in a specific direction, thereby reducing scatter and partially separating primary photons from
secondary ones. PET uses a radiopharmaceutical labeled with a positron-emitter. At the end of its
path in tissue [25] the emitted positron annihilates with a nearby electron and produces a pair of
511 keV photons (annihilation photon pair) that propagates in nearly opposite directions from each
other. When the two annihilation photons are detected by two detectors in coincidence (within the
narrow coincidence time window), the annihilation event is located along the path connecting the
two detectors, which is the LOR. In PET, there is no need for a physical collimator as in SPECT
because the detected pair of photons (that propagate in opposite directions) draws the LOR itself
(Fig. 2.1). This is regarded as electronic collimation. The total number of events detected by a
pair of detectors amounts to the line integral measurement and the tomographic image (spatial
distribution of the radiotracer) is estimated with image reconstruction algorithm using the set of line
integral measurements obtained at multiple angles. However, because of the presence of scattering
and attenuation, not all the pairs of photons in PET and single photons in SPECT are correctly
detected with the detectors along the LOR. Emitted photons can be absorbed within the object while
the photons traverse tissue. Therefore, some photons are undetected when they are absorbed by
the patient’s body. Moreover, photons can also undergo Compton scattering in tissue where the
traveling photon interacts with an electron. The scattered photon deviates from its original path as
shown in Fig. 2.2 and loses energy. In addition to scattering and attenuating of photons, accidental
(or random) coincidence (AC) events occur in PET imaging.

In a random coincidence event a photon pair produced by separate annihilation events are
recorded as a ‘true’ coincidence event originating from the same annihilation event if the two
photons are detected within the coincidence timing window. This event happens when one of the
photon pair is absorbed or scattered. Those AC events can have a significant fraction in some PET
scans. For example, in Y-90 patient PET imaging where the radionuclide decays mostly by beta
emission, it is common that the contribution of random coincidences is more than 90% of the total
detected coincidence events (random events + true events) as shown in Fig. 2.3. Bremsstrahlung
photons generated by Y-90 and gamma emissions from natural radioactivity in Lu-based crystals
used in some PET systems increase singles events. These singles events lead to a high percentage
of randoms events and cause low signal-to-noise-ratio (SNR) measurements [20] because SNR is
proportional to square root of the noise equivalent count rate (NEC) [26]:

SNR = c ·
√

NEC = c ·
[

T 2

(T + S + γR)

]1/2

(2.1)

where c is a constant, T is total trues, S and R are total scatters and randoms, and γ is 1 or 2
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Figure 2.2: Background events in PET: random coincidence event (left) and scattered coincidence
event (right).

depending on randoms estimation method.
Therefore, AC events should be estimated and compensated by accurate modeling. One avail-

able technique is using singles rates (photons per time) at detectors on LOR and the duration of
coincidence timing window:

Rij = 2τRiRj, (2.2)

where Rij is the estimated rate of AC events between detectors at ith and jth bin, and τ is duration
of coincidence timing window, and Ri is singles rate at detector at ith bin. The idea behind the
equation is that 2τRj events will be detected at jth detector for the single event at ith detector.

The goal in emission tomography is to find an emission distribution x = (x1, ..., xnp) [counts]
from a realization y = (y1, ..., ynd) [counts] of the projection measurement vector Y = (Y1, ..., Ynd),
where np is the number of voxels of unknown functional image and nd is the number of rays.
Historically, before the emergence of model-based image reconstruction method [27], filtered-back-
projection (FBP) method [28, 29] had been widely used because of its computational simplicity,
however, it leads to unacceptable noise in emission tomography because FBP does not consider
any statistical information. In contrast, statistical methods for image reconstrcution can model
the physical effects in measurement accurately. In statistical model-based emission tomography,
the measurement data Y are modeled as independent Poisson random variables [30] because the
measurements are based on counting process [18]. Emission measurement Y follows Poisson
statistical model as follows:

Yi ∼ Poisson{ȳi(xtrue)}, i = 1, ..., nd, (2.3)
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Figure 2.3: Events in Y-90 PET imaging: Very low true coincidences and high random fraction.

where xtrue is true unknown value that we want to estimate and ȳi(x) [counts] is the measurement
mean:

ȳi(x) = E[Yi] =

np∑
j=1

aijxj + r̄i = [Ax]i + r̄i. (2.4)

The matrixA denotes the system model, incorporating factors such as attenuation coefficients,
where aij [unitless] is the probability that an emission from the jth voxel is recorded in the ith ray.
r̄i denotes the mean background events such as scatter and random coincidence for the ith ray. With
the Poisson statistical model, the joint distribution of the recorded events Y is given by

P(Y = y|x) =

nd∏
i=1

1

yi!
exp (−ȳi(x)) ȳi(x)yi . (2.5)

Taking the logarithm of P(Y = y|x) and excluding constants independent of x leads to the
log-likelihood of x given y. The maximum likelihood (ML) estimate x̂ of xtrue is a minimizer of
the Poisson negative log-likelihood f(x):

f(x)
c
=

nd∑
i=1

hi([Ax]i), (2.6)
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Figure 2.4: 1D illustration of optimization transfer principle.

where

hi(t) =


t+ r̄i − yi log(t+ r̄i), yi > 0, t+ r̄i > 0

t+ r̄i, yi = 0

∞, yi > 0, t+ r̄i ≤ 0.

(2.7)

Here, c
= indicates that we exclude constants independent of x. The function hi(t) is convex

for t ∈ (−r̄i,∞). The following formulation summarizes the conventional emission tomography
problem with a nonnegativity constraint:

x̂ = argmin
x

f(x) (2.8)

subject to x ≥ 0. (2.9)

The typical approach for solving this formulation is to find a surrogate function Q(x) of the
log-likelihood that is easier to monotonically decrease than f(x). A surrogate function Q(x) should
satisfy the following properties:

Q(x(n);x(n)) = f(x(n)) (2.10)

∇Q(x;x(n))|x=x(n) = ∇f(x)|x=x(n) (2.11)

Q(x;x(n)) ≥ f(x). (2.12)
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If Q(x) satisfies above conditions, the following monotonicity condition is satisfied:

f(x)− f(x(n)) ≤ Q(x;x(n))−Q(x(n);x(n)), (2.13)

which ensures that updates using surrogate function monotonically decrease f(x). Fig. 2.4 illustrates
the principle of optimization transfer. For solving ML estimation problem, a classical reconstruction
algorithm based on this optimization transfer principle is an expectation-maximization (EM) algo-
rithm. Here, we review the derivation of EM algorithm. To start, we can generalize the observation
of De Pierro [31]:

ȳi(x) = [Ax]i + r̄i =

np∑
j=1

aijxj + r̄i (2.14)

=

np∑
j=1

(
aijx

(n)
j

ȳ
(n)
i

)
xj

x
(n)
j

ȳ
(n)
i +

(
r̄i

ȳ
(n)
i

)
ȳ

(n)
i , (2.15)

where ȳ(n)
i = ȳi(x

(n)). Here, we define a convex function pi(t) = t− yi log t. Because pi(t) is a
convex function, the Poisson negative log-likelihood f(x) obeys the following inequality:

f(x) =

nd∑
i=1

pi(ȳi(x)) (2.16)

=

nd∑
i=1

pi

(
np∑
j=1

(
aijx

(n)
j

ȳ
(n)
i

)
xj

x
(n)
j

ȳ
(n)
i +

(
r̄i

ȳ
(n)
i

)
ȳ

(n)
i

)
(2.17)

≤ QEM(x;x(n)) =

nd∑
i=1

np∑
j=1

aijx
(n)
j

ȳ
(n)
i

pi

(
xj

x
(n)
j

ȳ
(n)
i

)
+

(
r̄i

ȳ
(n)
i

)
pi

(
ȳ

(n)
i

)
(2.18)

c
=

np∑
j=1

QEM,j(xj;x
(n)), (2.19)

where

QEM,j(xj;x
(n)) =

nd∑
i=1

aijx
(n)
j

ȳ
(n)
i

[
xj

x
(n)
j

ȳ
(n)
i − yi log

(
xj

x
(n)
j

ȳ
(n)
i

)]
. (2.20)

Inequality (2.18) holds by the following convexity inequality:

g

(
K∑
k=1

αkuk

)
≤

K∑
k=1

αkg (uk) , (2.21)
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where g(·) is a convex function and αk ∈ [0, 1] and
∑K

k=1 αk = 1. Equating ∂QEM,j(xj ;x
(n))

∂xj
to zero

and enforcing the nonnegativity constraint is equivalent to following update:

x
(n+1)
j =

[
x

(n)
j

aj
ej(x

(n))

]
+

, (2.22)

where ej(x(n)) =
∑nd

i=1 aij
yi

ȳi(x(n))
and aj =

∑nd
i=1 aij .

However, the ML approach might lead to noisy image, especially in low count setting. Therefore,
penalized-likelihood has been widely used to improve reconstruction quality of low-count emission
tomography:

x̂ = arg min
x≥0

f(x) + βR(x) (2.23)

where R(x) is a regularization term to control the noise and β is a regularization parameter. This
regularization term can be interpreted as a priori information. By Bayes’ theorem, a posteriori

distribution of unknown image x with given measurement y is:

P (x|y) =
P (y|x)P (x)

P (y)
. (2.24)

When P (x) = e−βR(x), taking the logarithms of −P (x|y) becomes equivalent to the objective
function in (2.23). Therefore, maximum a posteriori estimation is equivalent to penalized-likelihood
reconstruction where R(x) is regarded as a prior information. A common choice of R(x) is based
on proximity between nearby voxels:

R(x) =
K∑
k=1

ψk([Cx]k), (2.25)

where C is a K × np finite differencing matrix. It is desirable for potential function ψk to include
continuity, symmetry, and positivity [32, 33]. There are several available choices for potential
function [34] and each option has its own advantage/disadvantage. In Chapter 3 and Chapter 6, we
implemented a simple quadratic potential function:

ψk(t) =
t2

2
. (2.26)

Assuming that each ψk has a quadratic surrogate, following surrogate function qk for ψk with
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nonnegative curvature function c̆k(·) satisfies the properties of majorization function in (2.10)-(2.12):

qk(t; s) = ψk(s) + ψ̇k(s)(t− s) +
1

2
c̆k(s)(t− s)2. (2.27)

To descent the cost function in (2.23) monotonically, we use optimization transfer method by finding
separable quadratic surrogate (SQS) function QR(x) for R(x) as in derivation of EM algorithm. We
first use (2.27) to construct a non-separable quadratic surrogate RQ(x;x(n)):

R(x) =
K∑
k=1

ψk([Cx]k) ≤ RQ(x;x(n)) =
K∑
k=1

qk([Cx]k; [Cx(n)]k). (2.28)

Using De Pierro’s additivity trick [35] [Cx]k =
∑np

j=1 ξkj

[
ckj
ξkj

(xj − x(n)
j ) + [Cx(n)]k

]
, where

the nonnegative ξkj satisfies
∑np

j=1 ξkj = 1, qk([Cx]k ; [Cx(n)]k) obeys the following inequality:

qk([Cx]k ; [Cx(n)]k) = qk

(
np∑
j=1

ckjxj; [Cx(n)]k

)
(2.29)

= qk

(
np∑
j=1

ξkj

[
ckj
ξkj

(xj − x(n)
j ) + [Cx(n)]k

]
; [Cx(n)]k

)
(2.30)

≤
np∑
j=1

ξkjqk

(
ckj
ξkj

(xj − x(n)
j ) + [Cx(n)]k; [Cx(n)]k

)
, (2.31)

where inequality in (2.31) holds by the convexity inequality in (2.21) because qk is convex. Therefore,
the separable surrogate QR,j(xj;x

(n)
j ) for R(x) is as follows:

R(x) ≤ RQ(x;x(n)) ≤ RSQS(x;x(n)) =

np∑
j=1

QR,j(xj;x
(n)
j ) (2.32)

=

np∑
j=1

K∑
k=1

ξkjqk

(
ckj
ξkj

(xj − x(n)
j ) + [Cx(n)]k; [Cx(n)]k

)
.

(2.33)

With separable surrogates QEM,j and QR,j , we can monotonically decrease the cost function in

14



(2.23) by zeroing the derivative of surrogates at each iteration:

∂(QEM,j(xj;x
(n))) + βQR,j(xj;x

(n)))

∂xj
(2.34)

= aj − ej
(
x(n)

) x(n)
j

xj
+ β

K∑
k=1

ckj

[
ψ̇k([Cx

(n)]k +
ckj
ξkj

c̆k([Cx
(n)]k)(xj − x(n)

j )

]
(2.35)

= aj − ej
(
x(n)

) x(n)
j

xj
+ β

∂

∂xj
R(x(n)) + β(xj − x(n)

j )
K∑
k=1

c2
kj

ξkj
c̆k([Cx

(n)]k). (2.36)

Equating the derivative to zero and finding its root with respect to xj using numerically stable
method [36] leads to the following minimizer:

x
(n+1)
j =


√
γ2+αν−γ
α

, α > 0, γ < 0

ν√
γ2+αν+γ

, α > 0, γ ≥ 0
, (2.37)

where α = β
∑K

k=1

c2kj
ξkj
c̆k([Cx

(n)]k), γ = 1
2

[
aj + β ∂

∂xj
R(x(n))− βx(n)

j

∑K
k=1

c2kj
ξkj
c̆k([Cx

(n)]k)
]
,

and ν = ej
(
x(n)

)
x

(n)
j . A typical choice for ξkj is ξkj =

|ckj |
ck

, where ck =
∑np

j=1 |ckj|. With the

quadratic potential function in (2.26),
∑K

k=1

c2kj
ξkj
c̆k([Cx

(n)]k) =
∑K

k=1 |ckj|ck and ∂
∂xj

R(x(n)) =∑K
k=1 ckj

(∑np
j=1 ckjx

(n)
j

)
. Chapter 5 and 6 use modifications of this type of majorizer and EM

algorithm for image reconstruction.
However, using such “hand-crafted” regularization as in (2.25) that is mostly based on prox-

imity between neighboring pixels is unlikely to be the best approach because the designed prior
information (smoothness) is not necessarily true in all regions of interest, especially in the region
where a sharp edge exists. A recent trend is to unroll an iterative algorithm for solving an opti-
mization problem having a cost function that consists of data fidelity term and regularization term
and learn the trainable parameters (mostly associated with regularization term) from a training
dataset. Applying such “learned” regularizers to model-based image reconstruction significantly
improved image quality and quantification in medical image reconstruction with application of
CT [37–39], MRI [40,41], and emission tomography [42,43] compared to “mathematically designed”
(or hand-crafted) regularizers. One specific form of trained regularizer shown in [41] is as follows:

R(x) =
K∑
k=1

Φk (ck ∗ x) , (2.38)

where {ck} are convolutional filters and {Φk(·)} are non-linear potential functions. [41] unrolled a
gradient descent scheme for a cost function that includes R(x) in (2.38) and trained a parameter
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λ(n) at each iteration that considers step size of update for data-fit term as follows:

x(n+1) = x(n) −

(
K∑
k=1

c̃
(n)
k ∗ Φ

′

k

(
c

(n)
k ∗ x

(n)
)

+ λ(n)∇f
(
x(n)

))
, n = 0, . . . , N − 1, (2.39)

where f (x) is a data-fit term, N is a total number of iterations, c(n)
k is a trained convolutional filter

for nth iteration, c̃(n)
k is rotated c(n)

k by 180°, and {Φ′k(·)} are derivative of potential functions. [41]
used Gaussian radial basis functions [44] for {Φ′k(·)}. The trainable parameters at each iteration
θ(n) ({c(n)

k }, λ(n), parameters in {Φ
′(n)
k (·)}) can be trained using mean squared error loss function

that measures the average squared difference between final estimated image and ground truth image:

L(θ) =
1

2S

S∑
s=1

∥∥x(N)
s − gs

∥∥2

2
, (2.40)

where θ = θ(0), . . . ,θ(N−1) is a set of parameters, g is a ground truth image, and S is a total
number of training samples. Parameters at nth iteration can be updated using back-propagation
algorithm [45] that applies chain-rule:

∂L(θ)

∂θ(n)
=
∂x(n+1)

∂θ(n)
· ∂x

(n+2)

∂x(n+1)
· · · ∂x(N)

∂x(N−1)
· ∂L(θ)

∂x(N)
(2.41)

θ(n) := θ(n) − α∂L(θ)

∂θ(n)
, (2.42)

where α is learning rate that controls a step size of the update. Training all the trainable parameters
with a single loss function as in (2.40)-(2.42) has been widely used in MRI community because
MRI measurement is samples of simple fast Fourier tranform (FFT) of object’s magnetization.
However, in emission tomography, this training scheme is implementation-wise difficult because of
computationally expensive forward and back-projections and limited capacity of GPU memory for
fully 3D measurement (even 4D in time of flight information PET) [46]. As an alternative solution,
parameters are trained iteration-by-iteration with loss function defined at each iteration:

L(θ(n)) =
1

2S

S∑
s=1

∥∥x(n)
s − gs

∥∥2

2
(2.43)

θ(n) := θ(n) − α∂L(θ(n))

∂θ(n)
. (2.44)

Chapter 5 and 6 use this type of training scheme and comparing it to training all parameters
using single loss (end-to-end) is one of future directions of those chapters. Some studies used
a trained neural network in image space without exploiting the physical imaging model. In this
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case, training using end-to-end approach is feasible. For example, [47] applied a deep neural
network mapping between reconstructed PET images with normal dose and reduced dose and [48]
applied a multilayer perceptron mapping between reconstructed images using maximum a posteriori
algorithm and a reference (true) image. However, that framework uses the acquisition data only to
form the initial image, therefore, the reconstruction quality depends greatly on the training dataset
and information from atypical imaging situations (that are not part of the training set) may not be
recovered well, especially when the training dataset size is small [11].
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CHAPTER 3

Reducing Bias in Y-90 PET Images by Enforcing Non-Negativity in
Projection Space

Most existing PET image reconstruction methods impose a nonnegativity constraint in the image
domain that is natural physically, but can lead to biased reconstructions. This bias is particularly
problematic for Y-90 PET because of the low probability positron production and high random
coincidence fraction. This chapter investigates a new PET reconstruction formulation that enforces
nonnegativity of the projections instead of the voxel values. This formulation allows some negative
voxel values, thereby potentially reducing bias. Unlike the previously reported related works
that modifies the Poisson log-likelihood to allow negative values, the new formulation retains
the classical Poisson statistical model. To relax the non-negativity constraint embedded in the
standard methods for PET reconstruction, we used an Alternating Direction Method of Multipliers
(ADMM). Because choice of ADMM parameters can greatly influence convergence rate, we applied
an automatic parameter selection method to improve the convergence speed. We investigated the
methods using lung to liver slices of XCAT phantom [5, 7]. We simulated low true coincidence
count-rates with high random fractions corresponding to the typical values from patient imaging in
Y-90 microsphere radioembolization. The new formulation was also tested on patient and phantom
PET measurements (time-of-flight) and demonstrated improved contrast recovery [6] and the new
method outperformed conventional EM reconstruction available in the clinic. This study was
performed with the collaboration of the Siemens PET Physics Division that provided us access to
their TOF projector to implement our reconstruction with real data from the clinic PET system.

3.1 Introduction

Interest in quantitative imaging of Y-90 is growing because transarterial radioembolization
(RE) with Y-90 loaded microspheres is a promising and minimally invasive treatment that is FDA
approved for unresectable primary and metastatic liver tumors. These cancers are a leading cause
of cancer mortality and morbidity. Radioembolization is a therapy that irradiates liver tumors

This chapter is based on [5–7].
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Figure 3.1: Reconstruction results when simulating realistic conditions of low count rates: (a) A
histogram showing how the standard reconstruction algorithm (EM) can have a positive bias in the
cold regions in the setting of lower count-rates. Cold region refers to the outside of liver where the
true image has no counts. An example slice of the true image is shown in Fig. 3.3. (b) A histogram
illustrating how the proposed method avoids the positive bias by allowing negative values.

with radioactive microspheres administered through a microcatheter placed in the hepatic arterial
vasculature. Radioembolization is based on the principle that healthy liver and tumor are mainly
vascularized by the portal vein and the hepatic artery respectively [49]. As a result, radioactive
microspheres are preferentially located in the lesions after they are administered via the hepatic
artery.

Accurate quantitative Y-90 imaging based dosimetry is important for establishing absorbed
dose versus outcome relationships for developing future treatment planning strategies in radioem-
bolization. Additionally, accurately assessing the microsphere distribution is important for finding
unexpected extra-hepatic deposition. However, imaging of Y-90 is complex as it is an almost pure
beta emitter, with no associated gamma-rays. As shown in Fig. 3.2, a very small portion of Y-90
decays to an exited state of Z-90 and the following de-excitation leads to a positron emission [50].
Therefore, Y-90 imaging involves PET via very low probability (∼ 3.2 × 10−5) positrons in the
presence of increased singles events from bremsstrahlung photons [51] and gammas from natural
radioactivity in Lu-based crystals used in some PET systems. Due to these attributes of Y-90,
positive bias in cold regions and underestimation in regions of interest are reported in many Y-90
PET papers [20–22]. Those reports conclude that the bias is introduced by the current standard PET
reconstruction algorithms that enforce a nonnegativity constraint in the image domain. Fig. 3.1(a) il-
lustrates how the standard expectation maximization (EM) image reconstruction algorithm generates
positive bias in a low count-rate setting.
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Figure 3.2: Y-90 decay scheme

Recent studies have demonstrated improved Y-90 PET imaging with time-of-flight (TOF)
information and acquisitions that allow for randoms smoothing [4]. However, quantitative imaging
under the low count-rates typical for Y-90 PET remains challenging. Though not specific to Y-90,
others have previously proposed reconstruction algorithms to mitigate the bias issue in low-statistics
PET/SPECT. AB-EMML (AB-expectation maximization maximum likelihood) [52] was devised
for the deblurring problem, however, [53] used this method for low count-rate scans because
AB-EMML allows negative values when the lower boundary is set below 0. NEG-ML [54] was
introduced for non-attenuation corrected PET, but it was also shown to be effective to reduce the
bias [55]. A modified version of NEG-ML was introduced in [56] that includes two factors giving
more flexibility for Gaussian distribution switching point and allowing faster convergence.

Both the AB-EMML and the NEG-ML approaches use modifications of the log-likelihood
for Poisson data. Because ML estimation (based on the correct statistical model) is known to be
asymptotically efficient (lowest possible variance), modifying the log-likelihood may affect image
noise properties and the modifications require additional parameters to tune. Our objective is similar
to these previous works, namely reducing the bias observed in low statistics PET, especially for
Y-90 PET. However, our proposed algorithm is distinct in avoiding modifying or approximating
the Poisson log-likelihood used in the data fit term. We propose a method to relax the conventional
image-domain nonnegativity constraint by instead imposing a positivity constraint on the predicted
measurement mean. We adopt ADMM to perform reconstruction that enforces this constraint.
Fig. 3.1(b) demonstrates how the proposed method overcomes the positive bias evident in Fig. 3.1(a).

Section 3.2 presents the formulation of our proposed PET reconstruction algorithm and reviews
how the update in various algorithms changes when the cost function includes a regularization
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term. Section 3.3 explains the simulation method in the setting of Y-90 radioembolization and the
evaluation metrics used for the quantification assessment. Section 3.4 investigates how the various
reconstruction methods work when the number of projection angles replicates 3D and fully 3D PET
and examines the impact of parameter selection. Section 3.5 discusses the strengths and limitations
of each method.

3.2 Methods

This section reviews a standard reconstruction method in emission tomography. Then we explain
how we formulate a new constrained reconstruction approach and we present various methods that
incorporate regularization.

3.2.0.1 SPS algorithm

The maximum likelihood (ML) estimate x̂ of xtrue minimizes the Poisson negative log-likelihood
f(x) for measurement y and estimated measurement means ȳ(x):

f(x)
c
=

nd∑
i=1

qi([Ax]i), (3.1)

where

qi(t) =


t+ r̄i − yi log(t+ r̄i), yi > 0, t+ r̄i > 0

t+ r̄i, yi = 0

∞, yi > 0, t+ r̄i ≤ 0.

. (3.2)

x is unknown image that we want to estimate and ȳi(x) [counts] is the measurement mean:

ȳi(x) = [Ax]i + r̄i, (3.3)

where the matrix A denotes the system model and r̄i denotes the mean background events such
as scatter and random coincidence. The typical approach for solving this formulation is to find a
surrogate function Q(x) of the log-likelihood that is easier to monotonically decrease than f(x).
The separable paraboloidal surrogate (SPS) algorithm for (2.8) uses a quadratic majorizer for f(x)

and updates xj by minimizing the separable surrogate function QSPS,j using Newton’s method:

x
(n+1)
j =

[
x

(n)
j −

∂QSPS,j(xj ;x
(n))

∂xj
|
xj=x

(n)
j

∂2QSPS,j(xj ;x(n))

∂x2j

]
+

, (3.4)
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where [.]+ enforces the voxel nonnegativity constraint and (see [57]):

QSPS,j(xj;x
(n))

c
=

nd∑
i=1

(
aij(1−

yi

ȳ
(n)
i

)(xj − x(n)
j ) +

c̆
(n)
i ai
2

(xj − x(n)
j )2

)
(3.5)

∂QSPS,j(xj;x
(n))

∂xj
|
xj=x

(n)
j

=

nd∑
i=1

(
1− yi

ȳ
(n)
i

)
aij =

∂f(x(n))

∂xj
(3.6)

∂2QSPS,j(xj;x
(n))

∂x2
j

=

nd∑
i=1

c̆
(n)
i aijai (3.7)

c̆
(n)
i =

2

(l
(n)
i )2

[
l
(n)
i q̇i(l

(n)
i ) + qi(0)− qi(l

(n)
i )

]
, (3.8)

ȳ
(n)
i denotes ȳi(x(n)) and x(n) is the estimated x at the nth iteration. l(n)

i and ai denote [Ax(n)]i and∑np
j=1 aij respectively. Considerations on the condition of r̄ (r̄i > 0), choosing the optimal curvature

c̆
(n)
i and deriving separable surrogate function are shown in [58] and [33]. The matrix-vector form

of (3.4)-(3.7) is

x(n+1) =

[
x(n) −

(
D(n)

)−1∇f(xn)

]
+

, (3.9)

where D(n) is a diagonal matrix with diagonal elements AT diag{c̆(n)
i }A1 where 1 denotes the

vector of ones of length np and ∇f is in (3.6).

3.2.0.2 NEG-ML algorithm

The approach of NEG-ML algorithm is similar to the SPS algorithm in that is uses a quadratic
majorizer of the data fit term. However, NEG-ML minimizes a modified data fit term fNEG−ML(x)

where the Poisson distribution is replaced by Gaussian distribution when the estimated measurement
is below than the parameter ψ:

fNEG−ML(x)
c
=

nd∑
i=1

q̃i([Ax]i), (3.10)

where

q̃i(t) =

t+ r̄i − yi log(t+ r̄i), t+ r̄i ≥ ψ

(yi−t−r̄i)2
2ψ

− yi logψ + ψ − (yi−ψ)2

2ψ
, t+ r̄i < ψ.

(3.11)
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Minimizing a separable surrogate function of (3.11) using Newton’s method leads to the following
NEG-ML iteration:

x
(n+1)
j = x

(n)
j −

∑nd
i=1 aij

ȳ
(n)
i −yi

max(ψ,ȳ
(n)
i )∑nd

i=1 aij
ai

max(ψ,ȳ
(n)
i )

. (3.12)

Derivation details are shown in [59].

3.2.1 Proposed formulation

As shown in previous section, the standard methods for reconstructing emission images are
based on nonnegativity constraint in image domain: x ≥ 0. This is a natural constraint as the
activity distribution cannot have negative values physically. However, this constraint can cause
positive biases in regions of low or no activity, especially when the measured counts are low and the
background events r̄i are dominant.

To loosen the nonnegativity constraint in hope of reducing the positive bias, We propose to
allow negative values in image domain while keeping positivity in projection space. We propose the
following formulation:

x̂ = argmin
x

f(x), subject toAx+ r̄ > 0. (3.13)

The constraintAx+ r̄ > 0 is reasonable because likelihood function f(x) includes log(Ax+ r̄)

and the argument of a logarithm should be positive. We rewrite this optimization problem in the
following unconstrained composite formulation:

x̂ = argmin
x∈Rnp

f(x) + g(Ax+ r̄), (3.14)

where

g(ηi) =

∞, yi > 0, ηi < 0

0, else
(3.15)

g(η) =

nd∑
i=1

gi(ηi) (3.16)

for a vector argument η ∈ Rnd . To perform this minimization, we introduce an auxiliary variable v
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leading to the following equality constrained optimization problem:

x̂ = argmin
x∈Rnp

min
v∈Rnd

1T (v + r̄)− yT log(v + r̄) + g(v + r̄) (3.17)

subject to v = Ax. (3.18)

We form an augmented Lagrangian based on that formulation:

Ψ(x,v,λ) = 1T (v + r̄)− yT log(v + r̄) + g(v + r̄) + λT (Ax− v) +
ρ

2
||Ax− v||22, (3.19)

where λ is a dual variable and ρ > 0 is called the penalty parameter and it affects the convergence
rate but not the final minimum. Letting d = Ax−v,u = λ

ρ
, we rewrite λT (Ax−v)+ ρ

2
||Ax−v||22

in a simpler form:

λT (Ax− v) +
ρ

2
||Ax− v||22 = λTd+

ρ

2
||d||22

=
ρ

2
||d+

λ

ρ
||22 −

1

2ρ
||λ||22

=
ρ

2
||Ax− v + u||22 −

ρ

2
||u||22. (3.20)

Then the augmented Lagrangian becomes the following equivalent expression:

Ψ(x,v,u) = 1T (v + r̄)− yT log(v + r̄) + g(v + r̄) +
ρ

2
||Ax− v + u||22 −

ρ

2
||u||22. (3.21)

Finding the saddle point of (3.21) is equivalent to solving the problem (3.17)-(3.18):

x̂ = argmin
x∈Rnp

min
v∈Rnd

max
u∈Rnd

Ψ(x,v,u). (3.22)

ADMM [60] approaches the saddle point of the augmented Lagrangian function by updating
variables x,v,u in the following sequential way:

x(n+1) = argmin
x

ρ

2
||Ax− v(n) + u(n)||22 (3.23)

v(n+1) = argmin
v

(
1T (v + r̄)− yT log(v + r̄) + g(v + r̄) +

ρ

2
||Ax(n+1) − v + u(n)||22

)
(3.24)

u(n+1) = u(n) + (Ax(n+1) − v(n+1)). (3.25)

In the implementation, we initialize v(0) = Ax(0) and u(0) = 0. ADMM is an extension of the
method of multipliers algorithm where (3.23), (3.24) can be viewed as a finding primal optimal
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points in a sequential fashion and (3.25) as finding a dual optimal point.

3.2.1.1 x− update

An established minimization method to solve the quadratic problem in (3.23) is the conjugate
gradient (CG) algorithm. In our implementation, we used just one iteration of CG, which is
equivalent to one iteration of steepest descent (SD):

g(n) = ρAT (Ax(n) − v(n) + u(n)) (3.26)

ζn =
||g(n)||2

ρ||Ag(n)||2
(3.27)

x(n+1) = x(n) − ζng(n). (3.28)

3.2.1.2 v − update

For the v-update, we first find the minimizer v̂ of (3.24) excluding the g(v + r̄) term using its
separability:

1T (v + r̄)− yT log(v + r̄) +
ρ

2
||Ax(n+1) − v + u(n)||22 (3.29)

=

nd∑
i=1

(
vi + r̄i − yi log(vi + r̄i) +

ρ

2
([Ax(n+1)]i − vi + u

(n)
i )2

)
=

nd∑
i=1

k(vi). (3.30)

Zeroing the derivative of k(vi) and finding the root leads to the minimizer:

v̂i =


[Ax(n+1)]i + u

(n)
i − 1

ρ
, yi = 0√

β2 + γ − β, yi > 0, β < 0

ν√
β2+γ+β

, yi > 0, β ≥ 0,

(3.31)

where

β =
1

2
(
1

ρ
+ r̄i − u(n)

i − [Ax(n+1)]i) (3.32)

γ = r̄i(u
(n)
i + [Ax(n+1)]i)−

r̄i − yi
ρ

. (3.33)

Lastly, we consider g(v + r̄) constraint, leading to the final v update:

v
(n+1)
i = [v̂i + r̄i]+ − r̄i. (3.34)
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Note that both (3.32) and (3.26) require computingAx(n) so an efficient implementation saves this
product so only one new forward project per iteration is needed.

3.2.1.3 Parameter ρ selection

Manually selecting parameter ρ of ADMM algorithm often leads to slow convergence. [60]
introduced an approach to adaptively tune the parameter by comparing the primal and dual residual.
We followed the comparison criteria choice in [60].

3.2.2 Regularization

We also derived and implemented algorithms for minimizing cost functions that include a
regularization term R(x) to penalize the image roughness and control noise:

R(x) =
K∑
k=1

ψk([Cx]k), (3.35)

where C is a K × np finite differencing matrix. It is preferable for potential function ψk to include
continuity, symmetry, and positivity [61]. There are several available choices for potential function
and each option has its own advantage/disadvantage. For the results in this paper, we used a simple
quadratic potential function:

ψ(t) =
t2

2
. (3.36)

We designedC to generate finite differences in 3-dimensions. Including a regularization term in the
cost function for emission tomography leads to the following minimization problems:

x̂ = argmin
x

f(x) + βR(x) (3.37)

subject toAx+ r̄ ≥ 0 (proposed) (3.38)

or x ≥ 0 (conventional), (3.39)

where β is a parameter specifying how much we want to penalize the roughness. The following
subsections briefly list solutions to (3.37) - (3.39) with the various approaches.
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3.2.2.1 Regularized SPS algorithm

Finding optimal x for (3.37) with the standard constraint x ≥ 0 is an extension of the SPS
algorithm. We used the standard separable surrogate function QR,j for βR(x) [35]:

QR,j(xj;x
(n))

c
= β

K∑
k=1

(
ckj[Cx

(n)]k(xj − x(n)
j ) +

1

2
|ckj|ck(xj − x(n)

j )2

)
, (3.40)

x
(n+1)
j =

[
x

(n)
j −

∂QSPS,j(xj ;x
(n))

∂xj
|
xj=x

(n)
j

+
∂QR,j(xj ;x

(n))

∂xj
|
xj=x

(n)
j

∂2QSPS,j(xj ;x(n))

∂x2j
+

∂2QR,j(xj ;x(n))

∂x2j

]
+

(3.41)

=

[
x

(n)
j −

∑nd
i=1

(
1− yi

ȳ
(n)
i

)
aij + β

∑K
k=1 ckj[Cx

(n)]k∑nd
i=1 c̆

(n)
i aijai + β

∑K
k=1 |ckj|ck

]
+

, (3.42)

where ck denotes
∑np

j=1 |ckj|.

3.2.2.2 Regularized NEG-ML

NEG-ML also use the quadratic majorizer of the modified likelihood function; therefore, the
scheme for x-update of regularized NEG-ML is analogous to regularized SPS algorithm:

x
(n+1)
j = x

(n)
j −

∑nd
i=1 aij

ȳ
(n)
i −yi

max(ψ,ȳ
(n)
i )

+ β
∑K

k=1 ckj[Cx
(n)]k∑nd

i=1 aij
ai

max(ψ,ȳ
(n)
i )

+ β
∑K

k=1 |ckj|ck
, (3.43)

where ψ is a parameter indicating the likelihood function switching point between the Poisson
distribution and the Gaussian distribution. We set the convergence-related step-size as 1 in our
implementation.
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3.2.2.3 Proposed algorithm with regularization

Including R(x) in the cost function requires only modifications to (3.21) and (3.26)-(3.27) for
the x-update in Section 3.2.1.1:

Ψ(x,v,u) = 1T (v + r̄)− yT log(v + r̄) + βR(x) + g(v + r̄) +
ρ

2
||Ax− v + u||22 −

ρ

2
||u||22

(3.44)

g(n) = ρAT (Ax(n) − v(n) + u(n)) + βCTCx(n) (3.45)

ζn =
||g(n)||2

ρ||Ag(n)||2 + β||Cg(n)||2
. (3.46)

3.3 Experimental method

This section describes the simulation setting and what evaluation metrics are used to assess the
efficacy of each algorithm.

3.3.1 Simulation

3.3.1.1 True image

We simulated extremely low-count scans, typical for Y-90 PET following radioembolization,
with the extended cardiac-torso (XCAT) (Fig. 3.3). We set the image size to 128 × 128 × 100 with
a voxel size 4.0 × 4.0 × 4.0 (mm3) and chose 100 slices ranging from lung to liver. The activity
concentration ratio between healthy liver and a 42mL lesion was 1:5 to simulate a typical uptake
ratio. We also placed a 42mL zero valued cold spot in the liver. In one case activity was assigned to
the entire liver, while in the other case only to part of the liver as lobar or segmental treatment is
common. Activity assigned to the lungs simulated a lung shunt of 5%. The rest of the phantom is
‘cold’.

3.3.1.2 Projection

Our experiment uses the framework of Michigan Image Reconstruction Toolbox (MIRT). We
first set the projection size to 128 × 100 with 168 projection angles and the detector width to
8mm when specifying the system model. For realistic simulation, we replicate the true and random
counts observed in the patient imaging following radioembolization. Table 3.1 shows the low count
conditions that we simulated corresponding to a relatively high Y-90 administration (Patient A) and
a relatively low administration (Patient B) for patients treated at our clinic with glass microspheres.
We use smaller area of liver (Fig. 3.3(b)) in the Patient B case because lower Y-90 administration

28



1 128

(a)

1

128 0

5

R
e

la
ti
v
e

 A
c
ti
v
it
y

1 128

(b)

1

128 0

5

R
e

la
ti
v
e

 A
c
ti
v
it
y

-63 0 64

Radial Bin

(c)

1

100

S
lic

e

0

19

R
e

c
o

rd
e

d
 C

o
u

n
ts

-63 0 64

Radial Bin

(d)

1

100

S
lic

e

0

7

R
e

c
o

rd
e

d
 C

o
u

n
ts

Cold Spot

Liver

Hot Spot (Lesion)

Figure 3.3: True image and the corresponding projection: (a),(c) and (b),(d) are slices of true image
and projection views at one angle simulating the conditions of patient A and B data respectively.
Activity concentration ratio between healthy liver and hot spot (lesion) is 1:5 to simulate the typical
uptake ratio.

and consequent lower true counts are usually induced by treatment of smaller region in the liver.
Simulated projections are shown in Fig. 3.3(c) and (d).

We also investigated increasing the number of projection angles by 10 times (while keeping
total counts the same) to emulate fully 3D-PET (TOF) and test how each algorithm would work in
the fully 3D-PET setting [59]. Section 3.4.2 discusses the results for this case.
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Table 3.1: Administered activity and randoms fractions for two patients treated at our clinic with
Y-90 radioembolization.

Patient A Patient B
Y-90 Injection(GBq) 3.9 0.9

True prompts 675,498 96,890
Random prompts 3,275,353 1,692,504

Total prompts 3,950,851 1,789,394
Random Fraction∗ (%) 83 95

*Random Fraction = (Random prompts / Total prompts)× 100

3.3.2 Evaluation metrics

We eroded each volume of interest (VOI) by 2 pixels to exclude resolution effects from the
evaluation. We evaluated liver quantification by calculating activity recovery:

Activity recovery in liver (%) =
Estimated mean counts

True mean counts
× 100 % (3.47)

=
1

MJLiver

∑M
m=1

∑
j∈Liver x̂m[j]

1
JLiver

∑
j∈Liver xtrue[j]

× 100 %, (3.48)

where M is the number of realizations and JLiver is the number of voxels in the volume of liver.
Estimated mean counts is calculated from the multiple realizations. We used 10 realizations in our
experiment (M = 10). x̂m[j] indicates the jth voxel value at mth realization and xtrue[j] denotes
the jth voxel value of true counts.

Quantification in hot and cold spot (where true value of voxel is zero) are evaluated based on
contrast recovery:

Contrast recovery in hot spot (%) =
Ci/CBKG − 1

R− 1
× 100 % (3.49)

=

1
MJHotspot

∑M
m=1

∑
j∈Hotspot x̂m[j]

1
JLiver

∑
j∈Liver xtrue[j]

− 1

1
JHotspot

∑
j∈Hotspot xtrue[j]

1
JLiver

∑
j∈Liver xtrue[j]

− 1

× 100 % (3.50)

Contrast recovery in cold spot (%) = (1− Ci
CBKG

)× 100 % (3.51)

=

(
1−

1
MJColdspot

∑M
m=1

∑
j∈Coldspot x̂m[j]

1
JLiver

∑
j∈Liver xtrue[j]

)
× 100 %. (3.52)

Ci is the mean counts for object i and CBKG is mean background (eroded liver) counts. R is the

30



true lesion-to-normal liver activity concentration ratio. We also study the counts bias the in field of
view (FOV):

FOV bias (%) =
(Total estimated counts− Total true counts)

Total true counts
× 100 % (3.53)

=
( 1
M

∑M
m=1

∑np
j=1 x̂m[j]−

∑np
j=1 xtrue[j])∑np

j=1 xtrue[j]
× 100 %. (3.54)

Lastly, we calculate the image ensemble noise across realizations averaged over the liver to
evaluate the variability across realizations:

Noise (%) =

√
1

JLiver

∑
j∈Liver

(
1

M−1

∑M
m=1(x̂m[j]− 1

M

∑M
m′=1 x̂m′ [j])

2

)
1

JLiver

∑
j∈Liver xtrue[j]

× 100 %, (3.55)

3.4 Results

We compare the proposed method with regularization (ADMM-Reg) to the standard EM (1 sub-
set), regularized SPS (SPS-Reg), NEG-ML and regularized NEG-ML (NEG-ML-Reg) algorithms.
We used uniform image for the initial x. For comparison, we also report evaluation results of our
proposed method with the modified constraintAx+ r̄/2 ≥ 0. Changing the constraint requires a
slight modification in (3.34):

v
(n+1)
i = [v̂i +

r̄i
2

]+ −
r̄i
2
. (3.56)

We exclude regularized EM in the comparison because regularized SPS and regularized EM converge
to the same point.

In the plots shown in following subsections, β for regularization is 2−3 which is a value
considering both the quantification in lesion and the benefit in noise. [59] reported that ψ value
near the mean counts in the sinogram increases the bias, therefore, ψ value should be large enough
for bias-free reconstruction. We report the evaluation result of NEG-ML with ψ = 4 in the plots,
however, Section 3.4.3 enumerates all evaluation results with varying ψ and β values.

3.4.1 Evaluation result on 3-D PET emulation

This section reports the evaluation results when a simulation replicates patient B condition and
uses 168 projection angles. Fig. 3.4 shows the results with plots showing how activity/contrast
recovery versus iterations in VOIs evolve with iterations. Fig. 3.4 also includes a plot of noise
versus iterations.
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Figure 3.4: Results from simulating Patient B conditions. Proposed algorithm (green) gives higher
contrast and better activity recovery than other regularized algorithms but NEG-ML-Reg (magenta)
has lower noise in liver and FOV bias.

NEG-ML without regularization achieves higher activity/contrast recovery in VOIs than reg-
ularized methods, however, it keeps increasing the noise with the iterations. This is undesirable
because the algorithm needs to stop before convergence to have an acceptable noise level. Pro-
posed algorithm gives higher activity/contrast recovery than other regularized algorithms, however,
NEG-ML-Reg has lower noise in liver and FOV bias.

3.4.2 Result on fully 3-D PET emulation

We also emulate the fully 3-D (TOF) PET by increasing the number of projection angles (from
168 to 1680) for the same Patient B conditions of Section 3.4.1. The results shown in Fig. 3.5
indicate that the converged evaluation results of NEG-ML-Reg (magenta) were changed compared
to Fig. 3.4 (activity recovery in liver: 91.2%→ 82.4%, contrast recovery in hot spot: 82.9%→
54.3%) while other algorithms including our proposed method remain similar.

Fig. 3.6 compares the images reconstructed using regularized algorithms when the number of
projection angles changes (First row: 168, Second row: 1680). SPS-Reg and proposed algorithm
(ADMM-Reg) generate almost identical images in two cases, however, the image from NEG-ML-
Reg becomes blurry when the number of projection angles increases. The mean sinogram count
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Figure 3.5: Evaluation result on simulation of fully 3D-PET (number of projection angles is 1680).
Proposed algorithm converges to similar point in Fig. 3.4, whereas NEG-ML-Reg changes its
converged point.

decreased when we increased the number of projection angles so NEG-ML-Reg must make more
approximations when calculating max(ψ, ȳ

(n)
i ) in (3.43). Therefore, the impact of parameter ψ on

reconstruction depends on the count level of sinogram, implying that a parameter ψ value optimized
at a certain count level could generate an unexpected result whenever there is a change in the amount
of administered activity, radionuclide or detector geometry.

3.4.3 Effect of algorithm parameter

We compare regularized algorithms by evaluating the reconstructed images at the 400th iteration
in Table 3.2. Table 3.2 summarizes how changing β value for regularization, projection angles, ψ
value for NEG-ML-Reg, random coincidence fraction and total true coincidence counts affects the
reconstruction outputs. We also report evaluation results of our proposed method with the constraint
Ax+ r̄ ≥ 0.

Better quantification result in Patient A case compared to Patient B case corresponds to the
general knowledge that higher true coincidence counts and lower random coincidence fractions
help to estimate the image precisely. We can also observe that higher β value for regularization
decreases the noise, however, it worsens the other VOI metrics.
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Figure 3.6: Reconstructed images using regularized SPS, NEG-ML-Reg with ψ = 4 and proposed
algorithm. True image corresponds to Fig. 3.3(b). First row and second row are the results when the
number of projection angle is 168 and 1680 respectively. Regularized SPS and proposed algorithm
do not change much when the number of angles is increased. However, NEG-ML-Reg (ψ = 4) gets
blurred.

The algorithms that allow negative values in image domain (NEG-ML-Reg, ADMM-Reg)
generally give better quantification result than the standard algorithm (SPS-Reg). A trend found
in NEG-ML-Reg results is that lower ψ value leads to higher activity/contrast recovery. However,
at the same time, FOV bias also increases. Moreover, increasing the number of projection angles
always decreases the activity/contrast recovery of NEG-ML-Reg while SPS-Reg and our method
(ADMM-Reg) remain fairly stable. This finding agrees with the results shown in the previous
subsections. The constraintAx+ r̄ ≥ 0 of our proposed method (ADMM-Reg) generally gives
better quantification thanAx+ r̄/2 ≥ 0 except FOV bias. Ax+ r̄ ≥ 0 gives 1-5% improvement
in VOI metrics except FOV bias compared to Ax + r̄/2 ≥ 0, however, Ax + r̄/2 ≥ 0 reduces
FOV bias significantly in Patient B case.

3.5 Discussion

Conventional nonnegativity constraint in image domain leads to positive value of estimated
projection ȳ(n)

i for yi = 0 case in (3.2) because aij is nonnegative and r̄i is positive. This mismatch
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between ȳ(n)
i and yi leads to positive bias in the cold region. Our proposed relaxation of nonnegativity

constraint frees this restriction, thereby improving estimation in cold region. Improved estimation
in cold region enables the reconstruction algorithm to estimate right counts in hot and warm region.

As shown in the previous section, a main advantage of proposed algorithm is that we retain
the original Poisson log-likelihood so there is no parameter that must be manually optimized.
Choosing a number of iterations in x-update for one ADMM iteration is an algorithm parameter.
We chose 1 iterations in x-update for one ADMM iteration. We can assign any value to ρ and the
algorithm adapts its value automatically as explained in Section 3.2.1.3. However, NEG-ML-Reg
has a data-fit term parameter ψ that affects the results significantly and the optimal ψ value is
different for each imaging condition. The NEG-ML-Reg algorithm can potentially be modified to
automatically adapt the parameter ψ (i.e., multiplying some constant to the mean sinogram value),
but any modification will need theoretical and experimental grounds beyond the scope of this paper.
Nonetheless, setting ψ to very small value (i.e., ψ = 10−3) makes NEG-ML-Reg robust to any
count level as shown in the table 3.2. In this case, we observed that NEG-ML-Reg generates similar
quantification in VOIs with proposed algorithm. However, NEG-ML-Reg with very small ψ gives
high FOV bias and the algorithm does not have a room for modification to mitigate the FOV bias
whereas our proposed method can reduce the FOV bias by slightly modifying the constraint (e.g.,
Ax+ r̄ ≥ 0→ Ax+ r̄/2 ≥ 0) without greatly impairing the other evaluation metrics.

Fig. 3.7(a) shows how cost function value (3.37) of each method decreases with iterations when
we simulate the measurement with patient B condition and 168 projection angles. Because NEG-
ML-Reg solves the minimization of modified cost function (3.11) problem, our proposed method
(ADMM-Reg) and NEG-ML-Reg converge to the different cost function value. Our proposed
method (ADMM-Reg) with the constraint Ax + r̄ ≥ 0 achieves the lowest cost function value.
Fig. 3.7(b) shows the measurement y (first row) and estimated measurements ȳ(x(n)) at 400th
iteration. The SPS-Reg estimate is always above r̄ because of the nonnegativity of system matrix
element aij and the nonnegative constraint in image domain. Because NEG-ML-Reg does not
enforce any constraint, ȳ(x(400)) of NEG-ML-Reg has many negative valued predicted sinogram
values. Lastly, we can check that estimates from our proposed method with constraintAx+r̄/2 ≥ 0

lie above r̄/2. This confirms that our proposed method finds x̂ within the larger set that satisfies
Ax+ r̄/2 ≥ 0 rather than the conventional set (x ≥ 0).

A drawback of the proposed algorithm is that it requires more computation cost compared to
the standard method and NEG-ML(-Reg) because of the need to compute matrix multiplication in
(3.27) as well as auxiliary and dual variable. With our computer (Intel Core i7, 32 GB memory),
400 iterations of NEG-ML-Reg required 661 seconds for 168 projection views whereas proposed
algorithm took 1,116 seconds. Finding an acceleration method with a convergence guarantee is a
future work topic.
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Figure 3.7: (a) Cost function value versus iteration. Proposed method with the constraintAx+r̄ ≥ 0
achieves the lowest cost function. (b) Measurement and estimated measurements. Standard method
with conventional constraint (SPS-Reg) always predicts ȳi(x) above r̄. Our proposed method finds
x̂ within the larger set that satisfies the constraint (e.g.,Ax+ r̄/2 ≥ 0) rather than the conventional
set (x ≥ 0).

3.6 Conclusion

This paper has presented a new PET reconstruction formulation with a relaxed nonnegativity
constraint. The experimental results show that the proposed method reduces the bias in VOI when
the true coincidence count-rate is low and the random fraction is high. The key of the proposed
algorithm is incorporating the new constraint and adopting ADMM as a solver. Lastly our proposed
method is not limited to Y-90 PET but has application in other imaging situations with low true
count rates and high random fractions such as ion beam therapy [62].
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Table 3.2: Comparison between regularized algorithms at the 400th iterations. We calculate the
evaluation metrics using the results from 10 realizations.

Condition β NPA Algorithm ARL CRH CRC FOVB IEN

Patient A

2−3

168

SPS-Reg 92.5 91.3 85.9 15.7 39.2

NEG-ML-Reg
ψ = 4 94.8 91.2 94.6 -0.9 38.8

ψ = 10−3 96.2 91.5 95.3 -11.5 41.2

ADMM-Reg
Ax+ r̄/2 ≥ 0 95.4 91.9 94.6 -7.1 39.9
Ax+ r̄ ≥ 0 96.2 91.7 95.3 -14.1 41.5

1680

SPS-Reg 92.6 91.3 86.1 15.8 38.9

NEG-ML-Reg
ψ = 4 90.7 80.0 84.1 0.0 12.1

ψ = 10−3 96.1 91.6 95.8 -11.4 40.9

ADMM-Reg
Ax+ r̄/2 ≥ 0 95.5 91.6 96.3 -7.0 41.5
Ax+ r̄ ≥ 0 96.4 91.7 96.0 -15.3 41.6

2−6

168

SPS-Reg 92.8 95.4 85.4 16.8 62.7

NEG-ML-Reg
ψ = 4 96.5 95.9 97.9 -1.0 80.7

ψ = 10−3 97.6 96.4 98.6 -11.4 82.8

ADMM-Reg
Ax+ r̄/2 ≥ 0 96.0 95.8 97.2 -2.3 65.4
Ax+ r̄ ≥ 0 97.5 96.1 98.5 -13.7 80.6

1680

SPS-Reg 92.9 95.6 85.7 16.9 62.3

NEG-ML-Reg
ψ = 4 95.5 92.1 95.1 0.0 38.5

ψ = 10−3 97.7 96.5 99.1 -11.4 82.3

ADMM-Reg
Ax+ r̄/2 ≥ 0 96.5 96.5 100.6 -2.0 113.7
Ax+ r̄ ≥ 0 98.3 96.6 100.1 -17.5 114.9

Patient B

2−3

168

SPS-Reg 86.4 85.5 81.5 71.2 38.4

NEG-ML-Reg
ψ = 4 91.2 82.9 84.7 -0.1 26.1

ψ = 10−3 94.2 87.0 90.5 -60.3 40.4

ADMM-Reg
Ax+ r̄/2 ≥ 0 93.1 86.9 91.3 -37.2 40.5
Ax+ r̄ ≥ 0 94.3 87.1 90.7 -67.4 40.6

1680

SPS-Reg 86.4 85.7 80.9 70.8 38.0

NEG-ML-Reg
ψ = 4 82.4 54.3 59.4 -0.7 6.2

ψ = 10−3 94.2 87.2 89.2 -62.9 39.9

ADMM-Reg
Ax+ r̄/2 ≥ 0 93.0 87.1 90.0 -37.4 39.9
Ax+ r̄ ≥ 0 94.4 87.3 89.3 -72.1 40.0

2−6

168

SPS-Reg 86.1 92.5 81.2 81.5 81.6

NEG-ML-Reg
ψ = 4 96.1 92.6 93.7 -0.1 79.7

ψ = 10−3 97.0 94.9 96.7 -64.6 108.9

ADMM-Reg
Ax+ r̄/2 ≥ 0 92.7 94.3 99.0 -10.1 117.6
Ax+ r̄ ≥ 0 97.1 95.1 98.1 -88.4 122.8

1680

SPS-Reg 85.9 92.7 79.9 81.0 81.0

NEG-ML-Reg
ψ = 4 90.6 81.3 82.2 -0.6 22.5

ψ = 10−3 97.0 95.1 94.8 -67.9 107.8

ADMM-Reg
Ax+ r̄/2 ≥ 0 92.5 94.5 97.1 -9.2 119.4
Ax+ r̄ ≥ 0 97.5 95.5 96.3 -99.9 122.3

*NPA: Number of Projection Angles, ARL: Activity Recovery in Liver,
CRH: Contrast Recovery in Hot spot, CRC: Contrast Recovery in Cold spot,

FOVB: FOV Bias, IEN: Image Ensemble Noise
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CHAPTER 4

Y-90 SPECT Reconstruction With a Model for Tissue-Dependent
Bremsstrahlung Production

While the yield of positrons used in Y-90 PET is independent of tissue media, Y-90 SPECT
imaging is complicated by the tissue dependence of bremsstrahlung photon generation. The
probability of bremsstrahlung production is proportional to the square of the atomic number of the
medium. Hence, the same amount of activity in different tissue regions of the body will produce
different numbers of bremsstrahlung photons. Existing reconstruction methods disregard this
tissue-dependency, potentially impacting both qualitative and quantitative imaging of heterogeneous
regions of the body such as bone with marrow cavities. In this proof-of-concept study, we propose a
new maximum-likelihood (ML) method that incorporates bremsstrahlung generation probabilities
into the system matrix, enabling images of the desired Y-90 distribution to be reconstructed instead
of the ‘bremsstrahlung distribution’ that is obtained with existing methods. The tissue-dependent
probabilities are generated by Monte Carlo simulation while bone volume fractions for each
SPECT voxel are obtained from co-registered CT. First, we demonstrate the tissue dependency in
a SPECT/CT imaging experiment with Y-90 in bone equivalent solution and water. Visually, the
proposed reconstruction approach better matched the true image and the Y-90 PET image than the
standard bremsstrahlung reconstruction approach. An XCAT phantom simulation including bone
and marrow regions also demonstrated better agreement with the true image using the proposed
reconstruction method. Quantitatively, compared with the standard reconstruction, the new method
improved estimation of the liquid bone:water activity concentration ratio by 40% in the SPECT
measurement and the cortical bone:marrow activity concentration ratio by 58% in the XCAT
simulation.

4.1 Introduction

Novel therapeutic applications have sparked growing interest in quantitative imaging of Y-90,
an almost pure beta emitter (average decay energy, 0.94 MeV; mean tissue penetration, 2.5 mm;

This chapter is based on [8, 9].
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half-life, 64 h) that is used in internal radionuclide therapy. Applications where Y-90 imaging has
been used include microsphere radioembolization of hepatic malignancies [63], peptide receptor
radionuclide therapy of neuroendocrine tumors [64] and ibritumomab radioimmunotherapy [65] of
non-Hodgkins lymphoma. Additionally, Y-90 imaging has been reported in radiation synovectomy,
a treatment option for inflammation of the synovium membrane found in joints such as the knee [66].
In such therapies, the lack of gamma photons simplifies radioprotection of surrounding organs
and personnel, but it makes imaging of Y-90 complex; it involves SPECT via bremsstrahlung
photons associated with the Y-90 betas or PET via a very low abundance positron associated with
Y-90 decay [67, 68]. PET has the advantage of superior resolution over bremsstrahlung SPECT,
but a disadvantage is the high noise associated with low (true) count-rates in the presence of
high randoms [63]. For this reason, and because of the wider accessibility of SPECT, interest in
bremsstrahlung imaging of Y-90 continues.

While the yield of positrons used in Y-90 PET is independent of the tissue media, the yield
of bremsstrahlung photons used in SPECT is tissue dependent. The Y-90 bremsstrahlung yield
consists of 2 components: internal bremsstrahlung (IB) and external bremsstrahlung (EB) [69–71].
The bremsstrahlung energy spectra corresponding to both components extend from zero to the beta
endpoint energy, 2.3 MeV for Y-90. IB arises during the beta decay process itself, while EB photons
are produced as beta particles pass through the media containing the radioisotope and are accelerated
in the Coulomb fields of atomic nuclei and electrons of the medium. The IB energy spectrum is thus
a property of the emitter, while the EB energy spectrum depends on both the energy spectrum of the
beta emitter and the material properties of the surrounding medium. Most significantly, the cross
section describing the production of EB, based on the Bethe-Heitler formula [72], is proportional to
Z2 where Z is the atomic number of the tissue medium.

As a consequence of the Z2 dependence of the EB production probability, the same amount of
Y-90 activity in different tissue regions of the body will generate significantly different numbers of
bremsstrahlung photons, which impacts both qualitative and quantitative assessment of Y-90 SPECT
images. The difference in bremsstrahlung production probabilities (per beta decay) is particularly
significant when comparing bone and soft tissue.

Although specialized reconstruction methods have been developed for Y-90 SPECT imaging
[73–75], these methods have not accounted for the tissue-dependent bremsstrahlung yield. This
paper reports simulations and experimental measurements to demonstrate the effect and implement
and test a reconstruction formulation that accounts for the tissue dependency of bremsstrahlung
generation in the SPECT system model. The method relies on co-registered CT to determine
the tissue composition of each SPECT voxel, which is facilitated by the availability of hybrid
SPECT-CT.
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4.2 Methods

4.2.1 Image reconstruction with a tissue dependent system model

Maximum likelihood (ML) image reconstruction performs the following optimization with
respect to an image x:

x̂ = argmin
x≥0

f(x), f(x) =

nd∑
i=1

ȳi(x)− yi log ȳi(x), (4.1)

where nd is the number of rays, f(x) is the Poisson negative log-likelihood between measurement
y and estimated measurement means ȳ(x), and ȳ(x) = Ax+ r̄. The matrixA denotes the system
model, incorporating factors such as attenuation coefficients. r̄ denotes the mean background events
such as scatter and random coincidence.

We incorporate the tissue-dependent probability into the image reconstruction by multiplying
the system matrixA by a matrixB that models the bremsstrahlung spectra produced in each voxel
as a bone volume fraction (BVF) weighted mixture of the bone-only and tissue-only spectra. We
consider only two media, bone and soft-tissue where the bremsstrahlung generation probability
differs highly, but the method can be easily extended to include more media. The new system model
Ã can be expressed as:

Ã = AB =


a11 a12 ... a1np

a21 a22 ... a2np

a31 a32 ... a3np

... ... ... ...

and1 and2 ... andnp




b1 0 ... 0

0 b2 ... 0

... ... ... 0

0 0 ... bnp

 , (4.2)

where np is the number of voxels of the unknown image x andB is a diagonal matrix with diagonal
elements:

bj = 1− BVFj + qbone · BVFj. (4.3)

qbone is the bremsstrahlung photon generation probability ratio between bone and tissue. BVFj is a
BVF of jth voxel in SPECT and we use CT information (attenuation coefficients) to determine the
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Figure 4.1: SPECT/CT measurement of bone and liquid syringes with same Y-90 concentration: (a)
Setup (b)-(c) CT images.

BVF of each voxel in SPECT:

BVF = g(η) (4.4)

ηk =

1, µk ≥ c

0, µk < c,
(4.5)

where η is a mask image indicating bone voxels and g denotes an interpolating function to relate
CT sized mask image with SPECT sized BVF image. µk is the kth voxel of the attenuation map and
a constant c is the threshold value to determine if a voxel is bone or tissue. We set c value as 80% of
the maximum value of the attenuation map.

4.2.2 Bremsstrahlung yield in different tissue

To obtain the tissue dependent (external) bremsstrahlung probabilities to include in the above sys-
tem model, we performed simulations using the pencyl program of the PENELOPE (version 2014)
Monte Carlo electron/photon transport package [76]. The PENELOPE database of bremsstrahlung
differential cross sections are based on the partial-wave database compiled by [77]. For the present
simulations, the Y-90 beta emission spectrum from the BetaShape program [78] was coupled
with PENELOPE. The PENELOPE database of pre-defined materials, which is adapted from the
database of the ESTAR program of [79], was used for media definition. The cutoff energy for
particle transport termination with remaining energy assumed to be locally absorbed was set at 10
keV for both electrons and photons. PENELOPE generated EB emission spectra by simulating a
Y-90 point source in an infinite geometry for the medium of interest: ICRP cortical bone, marrow,
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Figure 4.2: PENELOPE-generated EB spectrum combined with the theoretical absolute IB spectrum
to produce total Y-90 bremsstrahlung emission spectrum for soft tissue.

tissue and lung tissue. Additionally, for comparison with bone, we generated the EB spectrum
for Y-90 in K2HPO4 solution to justify the choice of this salt as a bone equivalent medium in the
experiment described below. We constructed the bremsstrahlung energy spectrum by tallying the
emitted photon energy at the point of generation, before any potential self-absorption. The Y-90 IB
spectrum, based on the Knipp, Uhlenbeck and Bloch (KUB) theory was taken from the work of [69].
We combined the PENELOPE-generated EB spectra (in absolute units of photons/eV/decay) with
the theoretical absolute IB spectrum to produce total Y-90 bremsstrahlung emission spectra for the
different media. Fig. 4.2 shows an example of combined (EB + IB) spectrum for soft tissue.

4.2.3 Experimental measurement and phantom simulation

To demonstrate the impact of tissue dependent bremsstrahlung generation on SPECT imaging
and to evaluate the performance of bremsstrahlung SPECT reconstruction with the above tissue
dependent system model, we performed an experimental measurement and a phantom simulation
study with Y-90 in bone and tissue media.

4.2.3.1 SPECT/CT measurement with Y-90 in tissue and bone equivalent media

The experiment was performed with Y-90 in tissue-equivalent (water) and bone equivalent
material. The bone equivalent liquid solution was prepared by dissolving K2HPO4 salt (dipotassium
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hydrogen phosphate) in DI water to form a saturated solution of K2HPO4. Anhydrous K2HPO4

(298.5 g) was dissolved in 200 mL of DI water by use of magnetic stirring with the mixture covered
until solution was achieved (1 hour). This solution mimics density and effective Z number of
cranium bone [80]. A chelator (2.5 uM EDTA; appropriate amount from a 1 M EDTA diammonium
salt hydrate stock solution) was added to the solution to avoid adherence of Y-90 to plastic walls [81].
40 mL of the bone equivalent solution was mixed with 25 MBq of Y-90 in a 60 mL plastic syringe.
A second syringe with water (to mimic tissue) was prepared with the same geometry and Y-90
concentration as in the bone-equivalent syringe.

The bone and tissue equivalent syringes were positioned as shown in Fig. 4.1(a) and imaged
with a Siemens Intevo SPECT/CT system equipped with a high energy general purpose collimator.
A 105 - 195 keV bremsstrahlung acquisition window was selected based on our previous work [75].
The following acquisition parameters were used: 180◦ and 64 views per head with 15 sec/view;
step-and-shoot; a 128 × 128 matrix with a pixel size of 4.8-mm. The CT component of acquisition
used full circle rotation, 130-kV, 80-mAs and was reconstructed with a 512 × 512 × 196 matrix
(0.98-mm × 0.98-mm × 2-mm voxel size).

The CT-based attenuation map (at 150-keV, the center energy of the acquisition window)
generated with the camera software was saved for attenuation correction and to determine the
voxel-level BVFs for the new system model of Section 4.2.1. At 150 keV bremsstrahlung generation
probability in bone equivalent liquid is 1.4 times the probability in water according to the simulation
results discussed in section 4.3.1. Therefore qbone in (6) was also set as 1.4 for reconstructing
images with the proposed model. We reconstructed images with in-house 3D OS-EM [82] including
attenuation, collimator detector response and without and with tissue-dependent probabilities (with
and without matrix B in (4.2)). The reconstruction parameters (15 iterations 8 subsets and no
post-smoothing) were chosen based on previous phantom studies [75]. In addition, for comparison
we also reconstructed images using Siemens Flash3D OS-EM software, including attenuation
correction and collimator detector response.

Additionally, for comparison, Y-90 PET/CT was also performed for the same source geometry.
Data was acquired with a Siemens Biograph mCT scanner and was reconstructed with Siemens 3D-
OS-EM software including point-spread function and time-of-flight information using 1 iteration,
21 subsets and a 5-mm FWHM Gaussian post-filter. The matrix size was 200 × 200 (pixel size
4.07-mm). These PET parameters were chosen based on a previous phantom study [83].

4.2.3.2 XCAT simulations

A clinically realistic geometry was simulated using the region from spine to upper femur of the
XCAT phantom [84]. We considered a case where the true activity concentration ratio is 1:1 for
bone:marrow. However, when generating the projection measurement y in (4.1), we changed the
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Figure 4.3: A transaxial slice of XCAT showing sacrum bone and iliac bone with marrow cavity (a)
attenuation map (b) true activity map (c) bremsstrahlung photon map. We set activity ratio between
bone and marrow as 1:1. When generating the projections, we set activity ratio between bone and
marrow as 1.6:1.

value of voxels corresponding to ICRP bone to represent the 1.6 times higher bremsstrahlung photon
generation probability in bone relative to marrow (at 150 keV bremsstrahlung generation probability
in bone is 1.6 times the probability in marrow according to the PENELOPE results discussed
in Section 4.3.1). Fig. 4.3(c) shows the activity map with different bremsstrahlung generation
probability when the true activity map is Fig. 4.3(b). SPECT projection data for this digital phantom
were generated using an analytical projector, which included non-uniform attenuation and the
collimator detector response of the SPECT camera. Images were reconstructed with in-house
developed 3D OS-EM (35 iterations 8 subsets) including attenuation, collimator detector response
and without and with tissue-dependent probabilities (qbone in equation (4.3) set as 1.6).

4.3 Results

4.3.1 Bremsstrahlung yield in different tissue

Fig. 4.4 and table 4.1 compare the total (external + internal) bremsstrahlung yield in the different
media. While the yield in lung and different soft tissue media (soft tissue, red marrow and yellow
marrow) are very similar, the yield in bone is substantially higher. In the energy range of the SPECT
acquisition window (100 - 200 keV) bremsstrahlung production is 1.6-1.7 times as high in bone as
in other tissue. Fig. 4.5(a) compares the bremsstrahlung yield for the K2HPO4 solution vs. cranium
bone and for water vs. soft-tissue to demonstrate equivalence of the media used in the experiment
to true bone and tissue. Additionally, mass attenuation coefficients over a range of energies were
generated by inputting the compositions to the XCOM database and the corresponding linear

https://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html
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Figure 4.4: Penelope electron shower results for total bremsstrahlung yield in the different ICRP
tissue media

attenuation coefficients compared in Fig. 4.5(b) also demonstrate equivalence.

Table 4.1: Total bremsstrahlung yield in different media as a function of energy.

keV
Photons/keV/109 decays

Bone Marrow Bone:Marrow Liquid Bone Water Liquid Bone:Water
50 6.87E+05 4.06E+05 1.69 6.61E+05 4.66E+05 1.42

100 2.43E+05 1.45E+05 1.67 2.34E+05 1.66E+05 1.41
150 1.28E+05 7.84E+04 1.64 1.24E+05 8.85E+04 1.40
200 7.89E+04 4.92E+04 1.61 7.71E+04 5.55E+04 1.39
500 1.37E+04 9.12E+03 1.50 1.34E+04 1.01E+04 1.32

1000 2.01E+03 1.48E+03 1.35 1.92E+03 1.55E+03 1.24

4.3.2 SPECT measurement with tissue and bone equivalent media

Fig. 4.6(a)-(d) are the syringe images reconstructed using commercial PET and SPECT software.
The PET image shows that the two syringes have similar Y-90 activity concentration (true concentra-
tions are equal) because PET depends on positron emission, which is not tissue dependent. However,
the SPECT image shows that the bone syringe has significantly higher concentration than the water
syringe because of the higher bremsstrahlung yield in bone. Fig. 4.7(a) is the profile at the center of
the syringes (in relative units). The peaks of the profile corresponding to the two syringes in PET
are identical whereas in SPECT the peak of the bone syringe is 1.4 times higher than that of the
water syringe, which is attributed to the 1.4 times higher bremsstrahlung production probability in
liquid bone compared with water in the energy range of the SPECT acquisition window (Table 4.1).
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Figure 4.5: Comparison of bremsstrahlung yield (left) and attenuation coefficient (right) for bone
vs. liquid bone and tissue vs. water, demonstrating equivalence of media used in the experiment to
true bone and tissue.

Fig. 4.6(e)-(h) are the SPECT images reconstructed using the Michigan image reconstruction
toolbox without and with incorporating tissue-dependent probabilities into the system matrix. The
image reconstructed with the new model shows that the two syringes have similar concentration of
Y-90. Also, the peaks of the profile corresponding to the two syringes become identical (as in the
PET profile) when we incorporate the tissue-dependent probability as shown in Fig. 4.7(b).

For quantitative evaluation of SPECT images, we compared the liquid bone to water count
concentration ratio in two syringes to the true activity concentration ratio (equal to 1.0). The new
model gives a ratio of 1.03 while the standard model gives a ratio of 1.43 because of overestimating
the counts in the bone syringe.

4.3.3 XCAT simulations

We compared SPECT reconstructions using the new model and standard model. For visualization
and evaluation, we interpolated SPECT image to match the CT image size. Visually, there is
substantially better agreement between the SPECT reconstruction and the true activity map when
the system model included the tissue dependent probability (Fig. 4.8 and 4.9).

As in the experiment, for a quantitative evaluation, we compared the bone to marrow count
concentration ratio to the true activity concentration ratio (equal to 1.0). The new model gives a
ratio of 1.06 while the standard model gives a ratio of 1.64 because of overestimating the counts in
the bone region. Here, we used a small VOI (56 voxels per slice, 3 slices) at the center of the bone
and marrow regions to exclude partial volume effects.
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Figure 4.6: Reconstructed images corresponding to the experiment of Fig. 4.1: (a)-(d) Commercial
PET and SPECT, (e)-(h) In-house SPECT with standard model and in-house SPECT with new
model

Table 4.2: EB and IB stand for external and IB, respectively. Comparison of including and excluding
IB in liquid bone and water. Without modeling the IB, we would set qbone as 1.6 rather than 1.4.

keV
Photons/keV/109 decays

Bone Marrow Bone:Marrow Liquid Bone Water Liquid Bone:Water
50 6.87E+05 4.06E+05 1.69 6.61E+05 4.66E+05 1.42

100 2.43E+05 1.45E+05 1.67 2.34E+05 1.66E+05 1.41
150 1.28E+05 7.84E+04 1.64 1.24E+05 8.85E+04 1.40
200 7.89E+04 4.92E+04 1.61 7.71E+04 5.55E+04 1.39
500 1.37E+04 9.12E+03 1.50 1.34E+04 1.01E+04 1.32

1000 2.01E+03 1.48E+03 1.35 1.92E+03 1.55E+03 1.24

4.4 Discussion and conclusions

In this study we showed the impact of tissue-dependent bremsstrahlung generation on both quali-
tative and quantitative Y-90 SPECT/CT imaging and investigated a new reconstruction formalism to
correct for this effect. The new reconstruction system model uses Monte Carlo (PENELOPE) derived
bremsstrahlung generation probabilities and CT-derived bone volume fractions in each voxel. We
used a potassium salt, which we showed is equivalent to cranium bone in terms of bremsstrahlung
yield and attenuation coefficient, to experimentally demonstrate the tissue dependency. In the
SPECT/CT measurement with equal concentrations of Y-90 in bone and tissue equivalent liquids,
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Figure 4.7: Profile at the center of syringe: (a) Commercial PET and SPECT (b) In-house SPECT
with standard model and in-house SPECT with new model

the count concentration in the bone region was significantly higher than in the tissue region with
standard reconstruction, but approached the true distribution with the new reconstruction model.
Similar improvements were also demonstrated for the XCAT phantom when activity in bone was
‘artificially’ increased relative to marrow to mimic the higher bremsstrahlung generation probability.
For quantifying the activity concentration ratio in two media the new reconstruction performed
40% (the proposed method had 3% error whereas the standard method had 43% error) better than
the standard reconstruction in the experimental study and 58% (the proposed method had 6%
error whereas the standard method had 64% error) better than the standard reconstruction in the
XCAT study. This improvement is made without additional heavy computational cost or memory
consumption. With our computer (Intel Core i7- 7700K), 35 iterations (with 8 subsets) of standard
model required 16.4 seconds whereas proposed algorithm took 16.6 seconds.

Prior to the recent study of [71] where the importance of IB was highlighted, Y-90 SPECT
(simulation) studies ignored the contribution of IB. However, as we did in the current study, including
this component, which is not Z dependent, is important for getting the exact value of qbone. Table 4.4
shows how the yield ratio for the two media would be changed if we only included the Z-dependent
EB component. For the experiment with liquid bone, we would set the qbone as 1.6 rather than 1.4.
based on this yield ratio. However, setting qbone as 1.6 would result in the underestimation of counts
in bone syringe (1.03→ 0.94).

Dividing standard reconstruction by the matrix B in (4.2) could be an alternative approach
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Figure 4.8: Attenuation map (a), true image (b) and reconstruction results corresponding to XCAT.
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Figure 4.9: Horizontal line profile across the slice in Fig. 4.8.

for incorporating the tissue dependent effects although this approach does not correctly model
the statistical (Poisson) nature of the acquisition. We evaluated this post-reconstruction approach
using the experiment data with bone and tissue equivalent syringes in Fig. 4.1. We found that this
alternative method gives the same quantification result as our proposed method (liquid bone to water
count concentration: 1.03). However, there was a difference between images generated by this
approach and our proposed method (difference in voxel counts of the two image ranges from -4.1% -
4.0% of each voxel count). Moreover, it would lead to different result compared to our method when
f(x) in (4.1) includes the regularization term for penalizing the image roughness and controlling
noise in extreme imaging cases (e.g., low-count setting) because the weight of likelihood term and
that of regularization term for the updates can differ due to including/excludingB. Additionally,
the computation cost of the alternative approach is equivalent to our method, therefore there is no
disadvantage to using our more accurate formulation.

SPECT-CT misalignment due to motion may reduce the benefits of the proposed method where
CT information was used to determine voxel-level bone volume fractions. Evaluating the new
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method using XCAT simulations that include motion is potential future work. Moreover, this paper
is a proof-of-concept study to demonstrate that the bremsstrahlung generation probabilities can
be included in the reconstruction model to improve qualitative and quantitative Y-90 SPECT/CT
imaging. However, further investigation of the impact on clinical studies is required. For large
homogeneous organs such as the liver, the new model is likely not needed, however, our proposed
method becomes important in heterogeneous regions with bone-tissue interfaces.

To conclude, Y-90 SPECT imaging of heterogeneous regions is significantly enhanced by
including tissue-dependent bremsstrahlung generation probabilities in the SPECT system matrix
without adding substantial computation cost.
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CHAPTER 5

Improved Low-Count Quantitative PET Reconstruction With an Iterative
Neural Network

Image reconstruction in low-count PET is particularly challenging because gammas from
natural radioactivity in Lu-based crystals cause high random fractions that lower the measurement
signal-to-noise-ratio (SNR). In model-based image reconstruction (MBIR), using more iterations
of an unregularized method may increase the noise, so incorporating regularization into the image
reconstruction is desirable to control the noise. New regularization methods based on learned
convolutional operators are emerging in MBIR. We modify the architecture of an iterative neural
network, BCD-Net, for PET MBIR, and demonstrate the efficacy of the trained BCD-Net using
XCAT phantom data that simulates the low true coincidence count-rates with high random fractions
typical for Y-90 PET patient imaging after Y-90 microsphere radioembolization. Numerical results
show that the proposed BCD-Net significantly improves PET reconstruction performance compared
to MBIR methods using non-trained regularizers, total variation (TV) and non-local means (NLM).
BCD-Net significantly improved CNR and RMSE compared to TV (NLM) regularized MBIR.
Moreover, BCD-Net successfully generalizes to data that differs from training data. Improvements
were also demonstrated for the clinically relevant phantom measurement data where we used
training and testing datasets having very different activity distributions and count-levels.

5.1 Introduction

Image reconstruction in low-count PET is particularly challenging because dominant gammas
from natural radioactivity in Lu-based crystals cause high random fractions, lowering the mea-
surement signal-to-noise-ratio (SNR) [20]. To accurately reconstruct images in low-count PET,
regularized model-based image reconstruction (MBIR) solves the following optimization problem
consisting of 1) a data fidelity term f(x) that models the physical PET imaging system, and 2) a

This chapter is based on [10–12].
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regularization term R(x) that penalizes image roughness and controls noise [85]:

x̂ = arg min
x≥0

f(x) + R(x) (5.1)

f(x) := 1T (Ax+ r̄)− yT log(Ax+ r̄).

Here, f(x) is the Poisson negative log-likelihood for measurement y and estimated measurement
means ȳ(x) = Ax+r̄, the matrixA denotes the system model, and r̄ denotes the mean background
events such as scatter and random coincidences. Recently, applying learned regularizers to R(x) is
emerging for MBIR [86].

While there is much ongoing research on machine learning or deep-learning techniques applied
to CT [37, 38, 87–89] and MRI [40, 41, 90–92] reconstruction problems, fewer studies have applied
these techniques to PET. Most past PET studies used deep learning in image space without exploiting
the physical imaging model in (5.1). For example, [47] applied a deep neural network (NN) mapping
between reconstructed PET images with normal dose and reduced dose and [48] applied a multilayer
perceptron mapping between reconstructed images using maximum a posteriori algorithm and
a reference (true) image, however, their framework uses the acquisition data only to form the
initial image. Therefore, the reconstruction quality depends greatly on the training dataset and
information from atypical imaging situations (that are not part of the training set) may not be
recovered well, especially when the training dataset size is small [11]. Recently, [93] trained a
NN to reconstruct a 2D image directly from PET sinogram and [42, 43] proposed a PET MBIR
framework using a deep-learning based regularizer. Our proposed MBIR framework, BCD-Net, also
uses a regularizer that penalizes differences between the unknown image and “denoised” images
given by a regression neural network in an iterative manner. In particular, whereas [42, 43] trained
only a single image denoising NN, the proposed method is an iterative framework that includes
multiple trained NNs. This iterative framework enables the NNs in the later stages to learn how to
recover fine details. Our proposed BCD-Net also differs from [42, 43] in that our denoising NNs are
defined by an optimization formulation with a mathematical motivation (whereas, for the trained
regularizer, [42, 43] brought U-Net [94] and DnCNN that were [95] developed for medical image
segmentation and general Gaussian denoising, respectively) and characterized by fewer parameters,
thereby avoiding over-fitting and generalizing well to unseen data especially when training samples
are limited.

Iterative NNs [40,41,89,90,96,97] are a broad family of methods that originate from an unrolling
algorithm for solving an optimization problem and BCD-Net [98] is a specific example of an iterative
NN. BCD-Net is constructed by unfolding a block coordinate descent (BCD) MBIR algorithm using
“learned” convolutional analysis operators [99], leading to significantly improved image recovery
accuracy in extreme imaging applications, e.g., low-dose CT [39], highly undersampled MRI [98],
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denoising low-SNR images [98], etc. A preliminary version of this paper was presented at the 2018
Nuclear Science Symposium and Medical Imaging Conference [12]. We significantly extended this
work by applying our proposed method to measured PET data with newly developed techniques.
We also added detailed analysis of our proposed method as well as comparisons to related works.

To show the efficacy of our proposed BCD-Net method in low-count PET imaging, we performed
both digital phantom simulation and experimental measurement studies with activity distributions
and count-rates that are relevant to clinical Y-90 PET imaging after liver radioembolization. Novel
therapeutic applications have sparked growing interest in quantitative imaging of Y-90, an almost
pure beta emitter that is widely used in internal radionuclide therapy. In addition to the FDA
approved Y-90 microsphere radioembolization and Y-90 ibritumomab radioimmunotherapy, there
are 50 active clinical trials for Y-90 labeled therapies (www.clinicaltrials.gov). However, the
lack of gamma photons complicates imaging of Y-90; it involves SPECT via bremsstrahlung
photons produced by the betas [74] or PET via a very low abundance positron in the presence of
bremsstrahlung that leads to low signal-to-noise [100]. This paper applies a BCD-Net that is trained
for realistic low-count PET imaging environments and compares its performance with those of
non-trained regularizers. Our proposed BCD-Net applies to PET imaging in general, particularly
in other imaging situations that also have low counts. Using shorter scan times and lower tracer
activity in diagnostic PET has cost benefits and reduces radiation exposure, but at the expense of
reduced counts that makes traditional iterative reconstruction challenging.

Section 5.2 develops the proposed BCD-Net architecture for PET MBIR. Section 5.2 also
explains the simulation studies in the setting of Y-90 radioembolization and provides details on
how we perform the physical phantom measurement. Section 5.3 presents how the different
reconstruction methods perform with the simulation and measurement data. Section 5.4 discusses
what training and imaging factors most affect generalization performance of BCD-Net. Section 5.5
concludes with future works.

5.2 Methods

This section presents the problem formulation of the BCD-Net and gives a detailed derivation
that inspires the final form of BCD-Net. We also provide several techniques for BCD-Net that we
specifically devised for PET measurement data where each measurement has different count-level
(and noise-level). Then we review the related works that we compare with BCD-Net such as MBIR
methods using conventional non-trained regularizers. This section also describes the simulation
setting and details on the measurement data and what evaluation metrics are used to assess the
efficacy of each reconstruction algorithm.
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Figure 5.1: Architecture of the proposed BCD-Net for PET. The proposed BCD-Net has an
iterative NN architecture: each BCD-Net iteration uses three inputs – fixed measurement and mean
background {y, r̄}, and the image x(n−1) reconstructed at the previous BCD-Net iteration – and
provides the reconstructed image x(n).

5.2.1 BCD algorithm for MBIR using “learned” convolutional regularization

Conventional PET regularizers penalize differences between neighboring pixels [101]. That
approach is equivalent to assuming that convolving the image with the [1,-1] finite difference filter
along different directions produces sparse outputs. Using such “hand-crafted” filters is unlikely to
be the best approach. A recent trend is to use training data to learn filters ck that produce sparse
outputs when convolved with images of interest [99, 102, 103]. Such learned filters can be used to
define a regularizer that prefers images having sparse outputs, as follows:

R(x) = min
{zk}

β

(
K∑
k=1

1

2
‖ck ∗ x− zk‖2

2 + αk ‖zk‖1

)
, (5.2)

where β is regularization parameter, {ck ∈ RR : k = 1, . . . , K} is a set of convolutional filters,
{zk ∈ Rnp : k = 1, . . . , K} is a set of sparse codes, {αk ∈ R : k = 1, . . . , K} is a set of
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thresholding parameters controlling the sparsity of {zk}, np is the number of image voxels, and R
and K denote the size and number of learned filters, respectively. BCD-Net is inspired by this type
of “learned” regularizer. Ultimately, we hope that the learned regularizer can better separate true
signal from noisy components compared to hand-crafted filters.

A natural BCD algorithm solves (5.1) with regularizer (5.2) by alternatively updating {zk} and
x :

{z(n+1)
k } = argmin

{zk}

1

2

∥∥ck ∗ x(n) − zk
∥∥2

2
+ αk ‖zk‖1

= T (ck ∗ x(n), αk) (5.3)

x(n+1) = argmin
x≥0

f(x) +
β

2

(
K∑
k=1

∥∥∥ck ∗ x− z(n+1)
k

∥∥∥2

2

)
, (5.4)

where T (·, ·) is the element-wise soft thresholding operator: T (t, q)j := sign(tj) max(|tj| − q, 0).
Assuming that learned filters {ck} satisfy the tight-frame condition,

∑K
k=1 ‖ck∗x‖2

2 = ‖x‖2
2 ∀x,

we rewrite the updates in (5.3)-(5.4) as follows:

u(n+1) =
K∑
k=1

c̃k ∗
(
T
(
ck ∗ x(n), αk

))
(5.5)

x(n+1) = argmin
x≥0

f(x) +
β

2

∥∥x− u(n+1)
∥∥2

2
, (5.6)

where c̃k denotes a rotated version of ck. For efficient image reconstruction (5.6) in PET, we use
the standard EM-surrogate of Poisson log-likelihood function [35]:

f(x)+
β

2

∥∥x−u(n+1)
∥∥2

2

=

nd∑
i=1

[Ax]i+ r̄i−yi log([Ax]i+ r̄i)+
β

2

np∑
j=1

(xj−u(n+1)
j )2

≤
np∑
j=1

{
−ej(x(n′))(x

(n′)
j )log(xj)+ajxj +

β

2
(xj−u(n+1)

j )2
}

=

np∑
j=1

Qj(xj)

where n′ denotes n′th inner-iteration in (5.6), ej(x(n′)) =
∑nd

i=1 aij
yi

ȳi(x(n′))
, aij denotes an element

of the system model at ith row and jth column, and nd is the number of rays. Equating ∂Qj(xj)

∂xj
to
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Algorithm 1 BCD-Net for PET MBIR
Require:
{c(n)

k ,d
(n)
k , α

(n)
k : n = 1, . . . , T}, y, r̄, A, β

Initialize:
x(0) using EM algorithm

Calculate aj =
∑nd

i=1 aij
for n = 0, . . . , T − 1 do
u(n+1) =

∑K
k=1 d

(n+1)
k ∗

(
T
(
c

(n+1)
k ∗ x(n), α

(n+1)
k

))
for n′ = 0, . . . , T ′ − 1 do

λ = 1
2
(aj − βu(n+1)

j )

ν = x
(n′)
j

(∑nd
i=1 aij

yi
ȳi(x(n′))

)
x

(n′+1)
j =


√
λ2+βν−λ
β

, λ < 0
ν√

λ2+βν+λ
, λ ≥ 0

end for
x(n+1) = x(T ′)

end for

zero is equivalent to finding the root of the following quadratic formula:

βx2
j +
(
aj−βu(n+1)

j

)
xj−ej(x(n′))x

(n′)
j = 0,

and finding the root [36] leads to the minimizer:

x
(n′+1)
j =


√
λ2+βν−λ
β

, λ < 0

ν√
λ2+βν+λ

, λ ≥ 0,

where λ = 1
2
(aj − βu(n+1)

j ), ν = ej(x
(n′))x

(n′)
j , aj =

∑nd
i=1 aij .

5.2.2 BCD-Net for PET MBIR and its training

To further improve denoising capability by providing more trainable parameters, we extend
the convolutional autoencoder in (5.5), by replacing {c̃k} with separate decoding filters {dk}. We
define BCD-Net to use the following updates for each iteration:

u(n+1) =
K∑
k=1

d
(n+1)
k ∗

(
T
(
c

(n+1)
k ∗ x(n), α

(n+1)
k

))
(5.7)

x(n+1) = argmin
x≥0

f(x) +
β

2

∥∥x− u(n+1)
∥∥2

2
, (5.8)
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where separate encoding and decoding filters {ck} and {dk} are learned for each iteration. Fig. 5.1
shows the corresponding BCD-Net architecture. We refer to the u and x updates in (5.7)-(5.8) as
two modules: 1) image denoising module and 2) image reconstruction module. The final output
image is from the reconstruction module. Algorithm (1) gives detailed pseudocode of the proposed
method. T denotes the total number of outer-iterations and T ′ denotes the number of inner iterations
used for (5.8). We use x(n) as the initial image when solving (5.8).

The image denoising module consists of encoding and decoding filters {c(n)
k }, {d

(n)
k } and

thresholding values {α(n)
k }. We train these parameters to “best” map from noisy images into

high-quality reference images (e.g., true images if available) in the sense of mean squared error
(Section 5.4 compares the `1 loss):

argmin
{ck},{dk},{αk}

L∑
l=1

∥∥∥∥∥xtrue,l −
K∑
k=1

dk ∗
(
T
(
ck ∗ x(n)

l , αk

))∥∥∥∥∥
2

2

, (5.9)

where L is the total number of training samples, {xtrue,l ∈ Rnp : l = 1, . . . , L} is a set of true
images and {x(n)

l ∈ Rnp : l = 1, . . . , L} is a set of images estimated by image reconstruction
module in the nth iteration. We train the set of filters and thresholding values iteration-by-iteration,
therefore, there is no need to consider the system matrix or sinograms when training using (5.9).
Moreover, we do not enforce the tight-frame condition when training the filters.

One can further extend the convolutional autoencoder in (5.7) to a general regression NN, e.g.,
a deep U-Net [94]. We investigated if the iterative BCD-Net combined with U-Net denoisers (by
replacing the denoising module in (5.7) with a U-Net) performs better than the proposed BCD-Net
using convolutional autoencoder denoiser (5.7). Section 5.2.7.2 gives the details of the U-Net
implementation.

5.2.3 BCD-Net for measurement data in PET

5.2.3.1 Normalization and scaling scheme

Different PET images can have very different intensity values due to variations in scan time and
activity, and it is important for trained methods to be able to generalize to a wide range of count
levels. Towards this end, we implemented normalization and scaling techniques in BCD-Net. [42]
extended [43] by implementing “local linear fitting” to ensure that the denoising NN output has
similar intensity as the input patch from the current estimated image. Our approach is different
in that we normalize and scale the image with a global approach, not a patch-based approach. In
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particular, we modify the architecture in (5.7)-(5.8) as:

u(n+1) =
K∑
k=1

d
(n+1)
k ∗

(
T
α
(n+1)
k

(
c

(n+1)
k ∗ g1(x(n))

))
(5.10)

x(n+1) = argmin
x≥0

f(x) +
β

2

∥∥x− g2(u(n+1))
∥∥2

2
, (5.11)

where the normalization function g1(·) is defined by g1(v) := 1∑
j v̄j
v̄ to ensure that 1Tg1(v) = 1,

and the scaling function g2(·) is defined by g2(v) := argmins f(s · v)v. We solve the optimization
problem over s using Newton’s method:

s(n+1) = s(n) − ∇sf(s(n) · v)

∇2
sf(s(n) · v)

= s(n) −
∑nd

i=1[Av]i − yi [Av]i
s(n)[Av]i+r̄i∑nd

i=1 yi

(
[Av]i

(s(n)[Av]i+r̄i)

)2 . (5.12)

To be consistent with the modified convolutional autoencoder in (5.10), we also apply this image-
based normalization technique when training the convolutional filters and thresholding values:

argmin
{ck},{dk},{αk}

L∑
l=1

∥∥∥∥∥g1(xtrue,l)−
K∑
k=1

dk ∗
(
Tαk

(
ck ∗ g1(x(n)

l )
))∥∥∥∥∥

2

2

.

5.2.3.2 Adaptive regularization parameter scheme

The best regularization parameter value can also vary greatly between scans, depending on the
count level. Therefore, instead of choosing one specific value for the regularization parameter, we
set the β value for each iteration based on evaluation on current gradients of data-fidelity term and
regularization term:

β(n′) =

∥∥∇xf(x(n′))
∥∥

2

‖∇xR(x(n′))‖2

· c

=

∥∥aj − ej(x(n′))
∥∥

2

‖x(n′) − g2(u(n+1))‖2

· c, n′ = 1, . . . , T ′, (5.13)

where c is a constant specifying how we balance between the data-fidelity term and regularization
term and n′ denotes n′th inner-iteration in solving (5.11).
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Table 5.1: Details on XCAT simulation data: variations between training and testing data.

Training data Testing data
Concentration ratio (hot:warm) 9:1 4:1
Total net trues 200 K 500 K
Random fraction (%) 90.9 87.5

Table 5.2: Details on phantom measurement data: activity concentration ratio between hot and
warm regions and randoms fractions for two phantom studies.

Sphere Liver-torso
Total activity (GBq) 0.65 1.9
Concentration ratio (hot:warm) 8.9:1 5.4:1
Total prompts 3.2 - 6.3 M 2.3 M
Total randoms 2.9 - 5.7 M 2.1 M
Total net trues 308 - 599 K 220 K
Random fraction(%) 90.3 - 90.5 90.7

5.2.4 Conventional MBIR methods: Non-trained regularizers

We compared the proposed BCD-Net with two MBIR methods that use standard non-trained
regularizers.

5.2.4.1 Total-variation (TV)

TV regularization penalizes the sum of absolute value of differences between adjacent voxels:

R(x) = β ‖Cx‖1 ,

where C is finite differencing matrix. Recent work [104] applied Primal-Dual Hybrid Gradient
(PDHG) [105] for PET MBIR using TV regularization and demonstrated that PDHG-TV is superior
than clinical reconstruction (e.g., OS-EM) for low-count datasets in terms of several image quality
evaluation metrics such as contrast recovery and variability.

5.2.4.2 Non-local means (NLM)

NLM regularization penalizes the differences between nearby patches in image:

R(x) = β
∑
i,j∈Si

p
(
‖N ix−N jx‖2

2

)
,
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Table 5.3: Details on typical patient measurement data: total trues and randoms fractions.

Patient A
Total activity (GBq) 2.55
Total prompts 2.7 M
Total randoms 2.3 M
Total net trues 380 K
Random fraction(%) 85.8

where p(t) is a potential function of a scalar variable t, Si is the search neighborhood around the ith
voxel, andN i is a patch extraction operator at the ith voxel. We used the Fair potential function for
p(t):

p(t) = σ2
f

(√
t

σ2
fNf

+ log

(
1 +

√
t

σ2
fNf

))
,

where σf is a design parameter and Nf is the number of voxels in the patchN ix. Unlike conven-
tional local filters that assume similarity between only adjacent voxels, NLM filters can average
image intensities over distant voxels. As in [106], we used ADMM to accelerate algorithmic
convergence with an adaptive penalty parameter selection method [60].

5.2.5 Experimental setup: Digital phantom simulation and experimental measurement

5.2.5.1 Y-90 PET/CT XCAT simulations

We used the XCAT [84] phantom (Fig. 5.2) to simulate Y-90 PET following radioembolization.
We set the image size to 128×128×100 with a voxel size 4.0×4.0×4.0 (mm3) and chose 100 slices
ranging from lung to liver. To simulate extremely low count scans with high random fractions,
typical for Y-90 PET, we set total true coincidences and random fractions based on numbers from
patient PET imaging performed after radioembolization [5]. To test the generalization capability
of the trained BCD-Net, we changed all imaging factors between training and testing dataset.
Here, imaging factors include activity distribution (shape and size of tumor and liver background,
concentration ratio between hot and warm region) and count-level (total true coincidences and
random fraction). Fig. 5.2 and Table 5.1 provide details on how we changed the testing dataset from
the training dataset. We trained BCD-Net using five pairs (L = 5) of 3D true images and estimated
images at each iteration (1 true image, 5 realizations). We generated multiple realizations to train
the denoising NN to deal with the Poisson noise. We also generated 5 realizations (1 true image, 5
realizations) as a testing dataset to evaluate the noise across realizations.
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5.2.5.2 Y90 PET/CT physical phantom measurements and patient scan

For training BCD-Net, we used PET measurements of a sphere phantom (Fig. 5.4) where six
‘hot’ spheres (2,4,8,16,30 and 113 mL, 0.5 MBq/ml) are placed in a ‘warm’ background (0.057
MBq/ml) with total activity of 0.65 GBq. The phantom was scanned for 40 (3 acquisitions) - 80 (1
acquisition) (L = 4) minutes on a Siemens Biograph mCT PET/CT. For testing BCD-Net and other
reconstruction algorithms, we used an anthropomorphic liver/lung torso phantom (Fig. 5.4) with
total activity and distribution that is clinically realistic for imaging following radioembolization
with Y-90 microspheres: 5% lung shunt, 1.17 MBq/mL in liver, 3 hepatic lesions (4 and 16 mL
spheres, 29 mL ovoid) of 6.6 MBq/ml. The phantom with total activity of 1.9 GBq was scanned
for 30 minutes on a Siemens Biograph mCT PET/CT. Fig. 5.4 and Table 5.2 provide details on
the count-level (random fraction) and activity distribution differences between training (sphere
phantom) and testing (liver phantom) dataset. We also tested BCD-Net with an actual Y-90 patient
scan and Table 5.3 provides count-level information.

We acquired all measurement data with time of flight TOF information. The measurement
data size is 200×168×621×13. The last dimension of measurement indicates the number of time
bin. The reconstructed image size is 200×200×112 with a voxel size 4.07×4.07×2.03 (mm3).
To reconstruct the image with measurement data, we used a SIEMENS TOF system model (A in
(5.1)) along with manufacturer given attenuation/normalization correction, PSF modelling, and
randoms/scatters estimation.

5.2.6 Evaluation metrics

For the XCAT phantom simulation, we evaluated each reconstruction with contrast recovery
(CR) (volume-of-interest (VOI): cold region), noise across realizations, root mean squared error
(RMSE), and contrast to noise ratio (CNR). For the physical phantom measurement, we used CR
(VOI: hot spheres) and CNR averaged over multiple hot spheres. For the patient measurement,
we used the field of view (FOV) activity bias since the total activity in FOV is known (equal to
the injected activity because the microspheres are trapped) wheareas the activity distribution is
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Figure 5.2: XCAT phantom simulation: (First row) coronal and axial view of attenuation map and
true relative activity distribution corresponding to axial attenuation map. (Second row) reconstructed
images of one slice from different reconstruction methods. BCD-Net-AE/UNet is the BCD-Net
with autoencoder/UNet denoiser and params indicates the number of trainable parameters.

unknown:

CR (VOI: cold region) =

(
1− CVOI

CBKG

)
× 100 (%)

CR (VOI: hot sphere) =

CVOI
CBKG
− 1

RTrue − 1
× 100 (%)

Noise =

√
1

JLiver

∑
j∈Liver

(
1

M−1

∑M
m=1(x̂m[j]− 1

M

∑M
m′=1 x̂m′ [j])

2

)
1

JLiver

∑
j∈Liver xtrue[j]

× 100 %

RMSE =

√∑
j(xtrue[j]− x̂[j])2

JFOV
× 100 (%)

CNR =
CLesion − CBKG

STDBKG

FOV bias =

∑
j x̂[j]− xtrue[j]∑

j xtrue[j]
× 100 (%),

where CVOI is mean counts in the VOI, RTrue is true ratio between hot and warm region, M is the
number of realizations and JLiver is the number of voxels in the volume of liver, STDBKG is standard
deviation between voxel values in uniform background liver, and JFOV is the total number of voxels
in the FOV.
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Figure 5.3: (a) Plot of noise in background liver vs contrast recovery in cold spot (b) RMSE vs
iteration (c) Contrast to noise ratio vs iteration. We initialized regularized methods with the 10th
iterate of EM reconstruction.

5.2.7 Training details

We trained the denoising network in each iteration with a stochastic gradient descent method
using the PyTorch [107] deep-learning library.

5.2.7.1 BCD-Net with convolutional autoencoder

We trained a BCD-Net with a convolutional autoencoder where each iteration has 78 sets of
thresholding values and convolutional encoding/decoding filters (K = 78). We set the size of each
filter as 3× 3× 3 (R = 33), and set the initial thresholding values by sorting the initial estimate
of image and getting a 10% largest value of sorted initial image. We used the Adam optimization
method [108] to train the NN with a learning rate of 10−2. We used 500 epochs to train the denoising
NN at each iteration. We applied the learning rate decay scheme (e.g., decreasing the learning rate
as a factor of 0.1 at 400 epochs). Due to the large size of 3D input, we set the batch size as 1.

5.2.7.2 BCD-Net with U-Net

We implemented a 3-D version of U-Net. The ‘encoder’ part of U-Net consists of multiple
sets of 1) average pooling layer, 2) 3×3×3 convolutional layer, 3) batch normalization (BN) layer,
4) ReLU layer and the ‘decoder’ part of U-Net consists of multiple sets of 1) upsampling with
trilinear interpolation [43], 2) 3×3×3 convolutional layer, 3) BN layer, 4) ReLU layer. We used
a ReLU layer as the last step to enforce the image non-negativity constraint [43]. There are long
skip connections between encoder part and decoder part. For training the U-Net, we used the same
training dataset that we used for training the convolutional autoencoder. We also used the Adam
optimization method with learning rate of 10−3 and using identical settings (number of epochs,
learning rate decay, batch size) as those of the convolutional autoencoder. We trained and tested two

63



Sphere phantom attenuation Attenuation map True activity x(0) of regularized
map (coronal) (axial) image methods (EM)

0

0.01

A
tt
e

n
u
a
ti
o
n
 C

o
e
ff

ic
ie

n
t

0

0.01

A
tt
e
n

u
a
ti
o
n
 C

o
e
ff

ic
ie

n
t

Liver phantom attenuation Attenuation map True activity x(0) of regularized
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Figure 5.4: Y90 PET/CT physical phantom measurement: (First row: training data, Second row:
testing data) Attenuation map, true activity, and x(0) of regularized methods of sphere and liver
phantom used for training and testing BCD-Net. (Third row) Reconstructed images of one slice
from different reconstruction methods.

different U-Nets sizes. At each BCD-Net iteration, the U-Net has either about 4 K (similar size to the
convolutional autoencoder) or 1.4 M trainable parameters. We set the number of convolutional filter
channels of the first encoder layer as 12 with 4 times of contraction/expansion for the U-Net with
1.4 M parameters and 5 with 1 time of contraction/expansion for the U-Net with 4 K parameters.

5.3 Results

5.3.1 Reconstruction setup

We compared the proposed BCD-Net method to the standard EM (1 subset), TV-based MBIR
with PDHG algorithm (PDHG-TV), and NLM-based MBIR with ADMM algorithm (ADMM-
NLM). For regularized MBIR methods including BCD-Net, we used 10 EM algorithm iterations
to get the initial image x(0). For each regularization method, we finely tuned the regularization
parameter β (within range [2−15, 215]) to maximize the CNR. For NLM, we additionally tuned
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Figure 5.5: (a) Plot of noise in background liver vs contrast recovery in hot spheres (b) Con-
trast to noise ratio vs iteration. We initialized regularized methods with the 10th iterate of EM
reconstruction.

the window and search sizes. For the XCAT simulation data, we used 40 iterations for EM and
30 iterations (T = 30) for PDHG-TV, ADMM-NLM, and BCD-Net. We used 1 inner-iteration
(T ′ = 1) for the reconstruction module (5.8) for each outer-iteration of BCD-Net. For the measured
data, we used 20 iterations for EM and 10 iterations (T = 10) for PDHG-TV, ADMM-NLM, and
BCD-Net. We used 1 inner-iteration (T ′ = 1) for the reconstruction module (5.11) during each
outer-iteration of BCD-Net. We set c = 0.005 in (5.13) in both the phantom measurement and
patient studies.

5.3.2 Results: Reconstruction (testing) on simulation data

Fig. 5.2-5.3 shows that the proposed iterative NN, BCD-Net, significantly improves overall
reconstruction performance over the other non-trained regularized MBIR methods. Fig. 5.3 reports
averaged evaluation metrics over realizations. Fig. 5.3 shows that BCD-Net with a trained convolu-
tional autoencoder achieves the best results in most evaluation metrics. In particular, BCD-Net with
a convolutional autoencoder improves CNR and RMSE compared to PDHG-TV and ADMM-NLM.
BCD-Net also improved contrast recovery in the cold region while not increasing noise compared
to the initial EM reconstruction, whereas PHDG-TV and ADMM-NLM improved noise while
degrading the CR. For Fig. 5.2, we selected the iteration number for EM to obtain the highest CNR
and the last iteration number for other methods. Fig. 5.2shows that BCD-Net’s reconstructed image
with a convolutional autoencoder is closest to the true image whereas PHDG-TV and ADMM-NLM
exceedingly blur the cold region. BCD-Net with the U-Net denoiser shows good recovery for the
cold region, however, it blurs the hot region. Moreover, the larger sized U-Net (params: 1.4 M)
denoiser worsens the performance of BCD-Net possibly due to over-fitting the training dataset.
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Figure 5.6: Y90 PET/CT patient measurement: Attenuation map and reconstructed images of
one slice (coronal and axial view) using OSEM, TV, NLM, and BCD-Net. We visualized the
reconstructed image of BCD-Net-UNet with 4 K parameters

5.3.3 Results: Reconstruction (testing) on measurement data

5.3.3.1 Phantom study

Similar to the simulation results, Fig. 4-5 shows that, BCD-Net improved overall reconstruction
performance over the other reconstruction methods. Fig. 5.4 shows that reconstructed images
using PHDG-TV and ADMM-NLM show uniform texture in background liver compared to EM,
however, those exceedingly blur around hot spheres. The blurred hot region is more evident in the
quantification results in Fig. 5.5. BCD-Net gives more visibility for hot spheres with noisier texture
in uniform liver region. Fig. 5.5 shows that BCD-Net with a convolutional autoencoder improves
CNR compared to PDHG-TV and ADMM-NLM. BCD-Net with autoencoder also improved contrast
recovery in hot spheres while slightly increasing noise compared to the initial EM reconstruction.
In Fig. 5.5(a), BCD-Net with U-Net denoiser shows a fluctuation with iterations, however, the plot
trend is similar to that of BCD-Net with autoencoder.
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Figure 5.7: Field of view bias vs iteration. BCD-Net shows similar results compared to other
methods.

5.3.3.2 Patient study

Because of the unknown true activity distribution, we quantitatively evaluated each reconstruc-
tion method with FOV activity bias. In this quantitative evaluation, BCD-Net showed similar results
compared to other methods. See Fig. 5.6-5.7. Fig. 5.6 shows that the quality of image using different
methods in patient study is similar to that of phantom measurement study shown in Fig. 5.4.

5.4 Discussion

In this study we showed the efficacy of trained BCD-Net on both qualitative and quantitative
Y-90 PET/CT imaging and compared between conventional non-trained regularizers. The proposed
approach uses learned denoising NNs to lift estimated signals and thresholding operations to remove
unwanted signals. In particular, the iterative framework of BCD-Net enables one to train the
filters and thresholding values to deal with the different image roughness at its each iteration. We
experimentally demonstrate its generalization capabilities with simulation and measurement data.
In the XCAT PET/CT simulation with activity distributions and count-rates mimicking Y-90 PET
imaging, total counts in the VOI were significantly underestimated with standard reconstruction
and other MBIR methods using non-trained regularization, yet approached the true activity with
the proposed approach. Improvements were also demonstrated for the measurement data where we
used training and testing datasets having very different activity distribution and count-levels. The
architecture and size of denoising NN significantly affect the performance of BCD-Net. In both
simulation and measurement experiments, the convolutional autoencoder outperformed the U-Net
architectures. Using a U-Net with more trainable parameters degraded the performance, especially

67



Table 5.4: Impact of imaging variable on generalization capability of BCD-Net.

Changed imaging variable Training Testing RMSE Drop (%)
Identical - 4.74 -

Shape and size See Fig. 5.2 5.49 15.9
Concentration ratio 9:1 4:1 5.55 17.1
Concentration ratio 1.7:1 4:1 5.81 22.5
Trues Count-level 2× 105 5× 105 5.01 5.7
Trues Count-level 11× 105 5× 105 5.71 20.5

in the simulation study, due to the small size of dataset. Size of the denoising NN should be set with
consideration of training dataset size. Our approach is not limited to Y-90 PET but is generalizable,
as we showed by applying to low count SPECT. In [11] where we applied the proposed method
to Lu-177 low count SPECT, BCD-Net significantly improved contrast between hot lesions and
warm liver while reducing noise, thereby improving CNR. BCD-Net improved lesion CNR by
21.8/32.9/96.0 (%), AR by 9.2/4.0/35.0 (%), and RMSE by 0.6/9.5/9.3 (%) compared to EM/TV/U-
Net. U-Net denotes non-iterative deep neural network denoiser (single forward pass). Bias - noise
plots showed that BCD-Net decreases noise while improving AR unlike the conventional regularizer
and EM. In patient studies, qualitative comparison showed that low-count BCD-Net reconstruction
better matched the high-count images compared to other reconstructions.

We tested which imaging variable most affects the generalization performance of the proposed
BCD-Net. Table 5.4 shows how BCD-Net performs when training and testing data had the same
activity distribution and count-level (only difference is Poisson noise) and how the performance
of BCD-Net is degraded when each imaging variable is changed between training and testing
dataset. We changed one of three factors (shape and size of tumor and liver, concentration ratio,
count-level) in training dataset compared to testing dataset. The result shows that generalization
performance of the proposed BCD-Net depends largely on all imaging variables. However, training
with higher contrast and lower count-level dataset (compared to testing dataset) gave less degradation
of performance compared to the opposite cases. This result suggests that it is better to have noisier
data in training dataset than testing dataset. In other words, training for extra noise reduction than
needed is better than less noise reduction than needed.

We also investigated how each factor in training of denoising module (5.7), i.e., convolutional
autoencoder, impacts the generalization capability of BCD-Net. Fig. 5.8(a)-(b) show the impact
of number and size of filters on performance. Plots show that the proposed BCD-Net achieved
lower training RMSE when using larger number and size of filters; however, it did not decrease
testing RMSE compared to smaller number and size of filters and BCD-Net with larger size of
filter exceedingly blurs image thereby resulting in higher RMSE. See Fig. 5.8(e). This result well
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Figure 5.8: (a)-(b) Impact of number/size of filter and training loss on testing dataset RMSE. (c)
Reconstructed image from BCD-Net with filters and thresholding values trained with `1-loss.

corresponds to the result in Section 5.3 related to the parameter dimension of NN. We also tested `1

training loss to see if it improves the performance over the `2 loss (MSE) in (5.9). However, it led
to unnaturally piece-wise constant images and details in small cold regions were ignored.

Fig. 5.9 shows how the regularization parameter β in (5.13) changes with iterations in training
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Figure 5.9: Efficacy of adaptive selection of regularization parameter β.

and testing datasets. The β value in each iteration converges to different limits in training and
testing cases. The adaptive scheme automatically increases the β value when the count-level
decreases. This behavior concurs with the general knowledge that more regularization is needed
when the noise-level increases. These empirical results underscore the importance of such adaptive
regularization parameter selection schemes proposed in Section 5.2.3.2 in PET imaging.

To analyze what is being learned by the denoising network, Fig. 5.10 (presented in [12])
visualizes each step in a denoising network. When visualizing, we sorted the thresholding values in
the ascending order, therefore the upper ones are least shrunk outputs and the lower ones are most
shrunk outputs. In both Fig. 5.10(a)-(b), some filters and thresholding values are trained to smooth
the image and detect edges with small gradients (see upper ones) and some filters and thresholding
values are trained to detect edges with large gradients (see lower ones).

5.5 Conclusion

It is important for a “learned” regularizer to have generalization capability to help ensure good
performance when applying it to an unseen dataset. For low-count PET reconstruction, the proposed
iterative NN, BCD-Net, showed reliable generalization capability even when the training dataset is
small. The proposed BCD-Net achieved significant qualitative and quantitative improvements over
the conventional MBIR methods using “hand-crafted” non-trained regularizers: TV and NLM. In
particular, these conventional MBIR methods have a trade-off between noise and recovery accuracy,
whereas the proposed BCD-Net improves CR for hot regions while not increasing the noise when
the regularization parameter is appropriately set. Visual comparisons of the reconstructed images
also show that the proposed BCD-Net significantly improves PET image reconstruction performance
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(a) n = 0

(b) n = 9

Figure 5.10: Visualization of each step in denoising network (filtering-thresholding-filtering) at (a)
early outer-iteration (n = 0) and (b) later outer-iteration (n = 9).

compared to MBIR methods using non-trained regularizers.
Future work includes investigating performance of BCD-Net trained with end-to-end training

principles and adaptive selection of trainable parameter numbers depending on the size of training
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dataset.
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CHAPTER 6

SPECT Reconstruction With Trained Regularizer Using CT-Side
Information

Improving low-count SPECT can lead to shorter scans and enable pre-therapy theranostic
imaging for dosimetry based treatment planning in therapies with radionuclides such as Lu-177
(208 keV gamma: 10%) that have low photon yields. Conventional mathematically designed
regularization methods tend to perform poorly in the low-count setting, so incorporating trained
regularization into the model-based image reconstruction is desirable to improve image quality and
quantification. However, most existing trained regularizers do not fully exploit the information
from dual-modality system like SPECT-CT. For SPECT reconstruction, we propose a trained
regularizer that uses segmentation based on CT image. The trained regularizer incorporates the CT
information using the segmentation mask generated by a trained segmentation network. To train the
segmentation network, we used Liver Tumor Segmentation Challenge dataset where a segmentation
mask indicates liver and tumor region. To train the SPECT regularizer, we used four Lu-177 patient
studies with multiple acquisitions on a Symbia SPECT-CT. Patient images are acquired at 1-5 days
after 7.4 GBq Lu-177 DOTATATE therapy for neuroendocrine tumors. To test the trained network,
we used the Lu-177 phantom and patient studies not used for training. We compared between
standard unregularized EM algorithm, conventional regularization using CT-side information, and
our proposed method. The proposed method significantly improved contrast-to-noise-ratio and
activity quantification compared with other methods. Enhancing low-count SPECT as demonstrated
here has potential application in pre-treatment theranostic imaging, imaging at late time points after
therapy, whole body SPECT, and reducing SPECT acquisition times in general.

6.1 Introduction

Improving low-count SPECT to reduce noise, to reduce scan time or enable whole-body imaging
is particularly relevant when imaging radionuclides that have low photon intensities such as 177Lu
(208 keV gamma: 10%) [23] and 90Y (≤ 5% bremsstrahlung yield) [8]. In dosimetry applications

This chapter is based on [13].
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low count-rates are encountered when imaging at later time points to determine pharmacokinetics
following a therapeutic administration. Furthermore, ultra-low count rates are encountered when
imaging pre-therapy for dosimetry based treatment planning. However, low count-rate quantitative
imaging is challenging due to high noise that is particularly problematic for voxel level dose
estimation. To improve reconstruction for low-count SPECT, regularized model-based image
reconstruction (MBIR) has been widely used. Applying “learned” regularizers to MBIR significantly
improved image quality and quantification in medical image reconstruction with application of
CT [37–39] and MRI [40, 41] compared to “mathematically designed” regularizers. Several studies
have applied these techniques to emission tomography [10, 11, 42, 43]. Although there has been
much research on incorporating anatomical information into emission tomography [109–133] most
existing trained regularizers for emission tomography do not fully exploit the information from
dual-modality system like SPECT-CT or PET-MR.

Incorporating anatomical information into emission tomography can be beneficial because
anatomical images have better resolution than emission images and offer accurate boundary infor-
mation. Since PET or SPECT tracer distribution is likely smooth within organ boundaries, many
existing methods that use anatomical information for emission tomography are based on regulariz-
ers that encourage spatial smoothness inside boundary region and enforce less smoothing across
boundaries. Since many learning-based methods for medical image reconstruction are “unrolled”
versions of iterative optimization methods [134], we revisited “using anatomical information” for
SPECT reconstruction. Specifically, the present work is a trained version of [110] and [126]. Those
two works used a modified quadratic regularizer with finite differences between neighboring voxel
values. “Modified” means that it uses CT-side information as a regularization weight (zero-valued
at boundary) to prevent penalizing the voxel value differences where the boundary is located. In the
present work, instead of using finite differencing matrix, we used trained convolutional operators.
Moreover, since trained convolutional filters can differ from finite differencing operators, CT-side
information is not incorporated as boundary indicator image. We determine the regularization
weight directly from filtered segmentation mask (indicates whether each voxel belongs to liver or
tumor class). The segmentation mask is generated by the fully automatic segmentation network
where its input is CT image.

To show its efficacy, we applied the proposed method to patient studies using 177Lu DOTATATE,
a targeted radionuclide therapy (TRT) that was recently FDA approved for treatment of neuroen-
docrine tumors (NETs). This therapy is administered to patients in four cycles with fixed activity.
Internally administered TRT with radio-labelled targeting molecules that deliver cytotoxic radiation
to tumor has been used successfully to treat multiple cancers. 177Lu is preferentially delivered to
tumor cells by DOTATATE, which binds to the somatostatin receptors expressed by most well-
differentiated NETs [16]. A randomized trial [17] demonstrated a markedly longer progression
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Figure 6.1: High-level block diagram of our proposed method. Influence of CT-side information for
SPECT reconstruction is indicated with green arrows.

free survival (PFS) with 177Lu DOTATATE than the control group receiving the non-radioactive
DOTATATE, the current standard of care. 177Lu, used increasingly in TRT, emits both beta particles
that deliver the therapeutic effect and gamma rays suitable for SPECT imaging of the activity distri-
bution. The proposed method can be adapted to therapies with other radionuclides and targeting
agents that can benefit from SPECT-CT imaging based treatment planning such as radioligand
therapy with 177Lu PSMA for prostate cancer.

Section 6.2 describes the proposed method, which we develop with trained regularizer using
CT-side information for SPECT MBIR. Section 6.2 also provides details on how we perform
the physical phantom measurement and how we created training and testing dataset. Section 6.3
presents how the different reconstruction methods perform with the Lu-177 SPECT measurement
data. Section 6.4 discusses how the proposed method takes advantage of CT-side information.
Section 6.5 concludes with future works.

6.2 Methods

This section presents the problem formulation of the proposed method and gives a detailed
derivation that inspires the final form. Then we review the related works that we compare with
the proposed method such as conventional regularized MBIR methods using CT-side information.
This section also provides details on the measurement data and what evaluation metrics are used to
assess the efficacy of each reconstruction algorithm.
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6.2.1 A trained regularization method using CT-side information

Regularized MBIR has been widely used to improve reconstruction quality of low-count SPECT:

x̂ = arg min
x≥0

f(x) + βR(x) (6.1)

f(x) := 1T (Ax+ r̄)− yT log(Ax+ r̄),

where x is the unknown SPECT image, f(x) is Poisson negative log-likelihood for measurement
y and estimated measurement means ȳ(x) = Ax+ r̄, the matrixA denotes the system model, r̄
denotes the mean background events such as the additive scatter contribution, R(x) is a regulariza-
tion term to control the noise, and β is the regularization parameter. Most existing mathematically
designed SPECT regularizers penalize differences between neighboring pixels [106, 135]. Using
such “hand-crafted” filters is not likely to be optimal. Recently, applying “trained” regularizers to
MBIR significantly improved image quality and quantification in medical image reconstruction.
However, most existing trained regularizers for emission tomography do not fully exploit the in-
formation from dual-modality system like SPECT-CT or PET-MR. In the present work, instead of
using single-modality based regularizer R(x), we propose to use multi-modality based regularizer
R(x; s) which is exploiting anatomical side information provided by segmentation “mask” variable
s. A segmentation network generates s, where its input is CT image acquired simultaneously with
SPECT measurement. The regularization term is composed of trained convolutional operations and
a 1-norm to promote sparsity:

R(x; s) = min
z

K∑
k=1

1

2
‖ck ∗ x− zk‖2

W k
+ αk ‖zk‖1 , (6.2)

where W k = diag{wk}, wk = gk(ck ∗ s), {ck : k = 1, ..., K} is a set of convolution filters, ∗
denotes convolution operation, {zk : k = 1, ..., K} is a set of sparse codes, and K is the number of
filters. As illustrated in Fig. 6.2, gk(·) is an activation function for filtered segmentation mask and
we define it as follows:

gk(ν) =
2e−κkν

2

e−κkν2 + 1
, (6.3)

where κk is a trainable parameter. When ck ∗ s is equivalent to convolving the segmentation mask
with the [1,-1] finite difference filter along different directions, the diagonal weighting matrix wk

will be zero-valued at the boundaries, hence it would avoid smoothing across boundaries between
different regions [110, 121].

A traditional optimization approach for solving (6.1) with (6.2) would be to use a block
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Figure 6.2: Activation function gk(·) for κk = 1. κk is a trainable parameter that changes the width
of the function.

coordinate descent algorithm that alternatively updates {zk} and x :

z
(n+1)
k = argmin

zk

1

2

∥∥ck ∗ x(n) − zk
∥∥2

W k
+ αk‖zk‖1 = T (ck ∗ x(n), αk �wk) (6.4)

x(n+1) = argmin
x

f(x) +
β

2

K∑
k=1

∥∥∥ck ∗ x− z(n+1)
k

∥∥∥2

W k

, (6.5)

where T (·, ·) is the element-wise soft thresholding operator:

T (t, q)j := sign(tj) max(|tj| − qj, 0). (6.6)

When trained filters {ck} satisfy
∑K

k=1C
T
kW kCk = I whereCk is a sparse convolution matrix

satisfying Ckx ⇐⇒ ck ∗ x, updates in (6.4)-(6.5) can be rewritten as the following equivalent
variable updates:

u(n+1) =
K∑
k=1

c̃k ∗
(
W k

(
T (ck ∗ x(n), αk �wk)

))
(6.7)

x(n+1) = argmin
x

f(x) +
β

2

∥∥x− u(n+1)
∥∥2

2
, (6.8)

where c̃k is a reversed version of ck.
For the trained approach considered in this work, we use separate decoding filters {dk} instead
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of using {c̃k} to have more trainable parameters. Moreover, we use iteration-dependent filters and
thresholding values so that the learned method can deal with different level (or type) of artifact at
each iteration. Inspired by (6.7), hereafter, we define the variable updates as follows:

u(n+1) =
K∑
k=1

d
(n+1)
k ∗

(
W k

(
T (c

(n+1)
k ∗ x(n), α

(n+1)
k �wk)

))
(6.9)

x(n+1) = argmin
x

f(x) +
β

2

∥∥x− u(n+1)
∥∥2

2
, (6.10)

where separate encoding and decoding filters {c(n)
k } and {d(n)

k } are learned for the nth iteration.
Our proposed framework alternatively updates the reconstructed image x and the denoised image u
with convolution filters and soft-thresholding values trained at each iteration. Fig. 6.1 illustrates the
corresponding architecture.

In the training phase, we train the set of filters {ck}, {dk}, soft-thresholding values {αk}, and
the parameters {κk} for the activation function in (6.3) to map the the image estimate from the
previous iteration into a high quality image (e.g., EM reconstruction with high-count measurement)
at each iteration:

argmin
{ck},{dk},{αk},{κk}

L∑
l=1

∥∥∥∥∥xtrue,l −
K∑
k=1

dk ∗W k

(
T
(
ck ∗ x(n)

l , αk �wk

))∥∥∥∥∥
2

2

(6.11)

where L is the total number of training samples, {xtrue,l : l = 1, . . . , L} is a set of high quality
images and {x(n)

l : l = 1, . . . , L} is a set of images estimated in the nth iteration. We do not enforce
the equivalence condition

∑K
k=1C

T
kW kCk = I when training the filters.

6.2.2 Neural network for CT segmentation

For the image segmentation network, we implemented a 2.5-D version of V-Net [136] because
training takes much more time when implemented in 3-D. The V-Net architecture adds residual
connections to that of U-Net [94]. Those architectures consist of a sequence of encoding blocks and
followed by a sequence of decoder blocks. The encoding block consists of multiple sets of pooling
layer (or convolutional layer with strides), convolutional layer, ReLU lyaer, and batch normalization
layer and the decoder block replaces pooling layer with upsampling using interpolation (or trans-
posed convolution). In the present work, we concatenated 4 adjacent slices (2 upper, 2 lower) to the
slice being segmented to consider the context with nearby slices (the number of input channel is 5).
Fig. 6.3 illustrates the V-Net architecture.
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Figure 6.3: Architecture of V-Net

6.2.3 Conventional non-trained regularizer using CT-side information

We compared the proposed method with a conventional non-trained quadratic regularizer and
a quadratic regularizer using CT-side information [110, 126]. The regularization using CT-side
information modifies the quadratic regularizer R(x) = β

2

∑K
k=1

∥∥Čkx
∥∥2

2
as follows:

R(x) =
β

2

K∑
k=1

∥∥Čkx
∥∥2

W k
. (6.12)

Here, K = 3 and Čk is finite differencing matrix along one of x, y, z directions. W k = diag{wk}
and wk = g(Čks). We used the identical segmentation mask s provided for the proposed method
and g(·) as in (6.3) without trainable parameter κk.

Image credit: https://towardsdatascience.com/review-v-net-volumetric-convolution-biomedical-image-
segmentation-aa15dbaea974
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6.2.4 Dataset for CT segmentation network

Because 177Lu DOTATATE is for the treatment of neuroendocrine tumors mostly located in
liver (83% of 177Lu DOTATATE patients have liver metastases [17]) and healthy liver also absorbs
relatively high doses, liver is the main region of interest. Therefore, we used LiTS (Liver Tumor
Segmentation) dataset [137] to train the segmentation network to segment the liver and tumor region
based on abdominal CT. Fig. 6.4(a)-(b) shows an example training CT image and the corresponding
label image provided by the dataset.

6.2.5 Dataset for SPECT denoising network

To train the denoising network with given segmentation mask, we used four Lu-177 patient
studies with multiple acquisitions and a measurement using a phantom that has six hot spheres
(2,4,8,16,30 and 113 mL) in a warm background. Patient images are acquired at 1-5 days after 7.4
GBq Lu-177 DOTATATE therapy. To generate low-count realizations in training dataset (L=30),
we resampled [138] the regular 25-minutes measurement data with Poisson resampling rate of 4%
to generate 1-minute equivalent scan this is ultra-low count rates so need to emphasize pre-therapy
imaging application. To test BCD-Net, we used a Lu-177 phantom measurement with hot spheres
(‘lesions’) in the warm liver of a torso-phantom with a clinically realistic activity distribution and
one additional patient study not used for training.

Table 6.1: Primary counts range in training dataset: 1 phantom study and 4 patients (patient A, B, C,
D) studies with multiple acquisition time points

Count-level Day0 Day5
Patient High (25-minutes) 12.3M - 26.5M 2.7M - 6.1M
Patient (resampled) Low (1-minute) 492K - 1.1M 150K - 250K
Sphere Phantom (resampled) Low 1.3M

Table 6.2: Primary counts in testing dataset: 1 phantom studies and 1 patient (patient E) study

Primary Counts
Patient 109K
Liver Phantom 370K
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6.2.6 Training denoising and segmentation networks

6.2.6.1 SPECT denoising network: Sparse convolutional autoencoder

We trained 3D convolutional filters and thresholding values for each iteration using the PyTorch
(version 1.2) [107] deep-learning library. We trained a 5 outer-iteration network where each outer-
iteration has K = 100 (maximum number with available GPU memory) sets of thresholding values
and convolutional encoding/decoding filters. We set the size of each filter to be 3× 3× 3. We use
Adam optimization method to train the network. We used 500 epochs to train the denoising network
at each outer-iteration. We applied a learning rate decay method (learning rate = learning rate × 0.9
at 20 epoch).

6.2.6.2 Segmentation network: V-Net

For training V-Net, we also used Adam optimization method with learning rate of 10−3. We use
16 convolutional filter channels for the first encoding layer, with four times of contraction and four
times of expansion. We used weighted cross entropy loss for training and set the weight for each
class based on the fraction of each class in the training dataset (if the proportion of each class is
a:b:c, we set the weights as [(a+b+c)/a,(a+b+c)/b,(a+b+c)/c] for each class).

6.2.7 Evaluation metrics

For the physical phantom measurement, we evaluated SPECT reconstruction performance with
activity recovery (AR, VOI: hot spheres) and image-ensemble-noise across realizations. For the
patient measurement, since the true activity distribution is unknown, we used the contrast-to-noise
ratio (CNR):

AR =
Estimated CVOI

True CVOI
× 100(%)

NoiseBKG =

√
1

JBKG

∑
j∈BKG

(
1

M−1

∑M
m=1(x̂m[j]− 1

M

∑M
m′=1 x̂m′ [j])

2

)
1

JBKG

∑
j∈BKG

1
M

∑M
m=1 x̂m[j]

× 100 %

CNR =
CLesion − CLiver

NoiseLiver
,

where CVOI is mean counts in the volume of interest (VOI), M is total number of realizations, and
JBKG is the total number of voxels in uniform background region.

We report the segmentation performance with global Dice similarity coefficient [137] for the
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LiTS CT LiTS Label Lu-177 Patient CT Patient Segmentation

(a) (b) (c) (d)

Figure 6.4: LiTS dataset provides CT image (a) in HU unit and label image (b) (tumor:2, liver:1)
corresponding to CT. (c) is the one of Lu-177 patients CT images acquired on a Symbia SPECT-CT
and (d) is segmentation result corresponding to (c) generated by the segmentation network trained
on LiTS dataset.

Table 6.3: Evaluation result on LiTS test dataset.

Method Global DICE tumor Global DICE liver

V-Net (used in the present work) 0.77 0.94

First place in leader board 0.86 0.97

LiTS test dataset:

Dice(A,B) =
2|A ∩B|
|A|+ |B|

,

where A is a estimated segmentation mask and B is a true segmentation mask.

6.3 Results

We compare between standard EM, quadratic regularization (QR), quadratic regularization using
CT-side information (QR-CT) described in Section 6.2.3, and the proposed method. For regularized
methods including the proposed method, we used 50 EM algorithm iterations to get the initial image
x(0). We used 15 iterations for the conventional regularizers and 5 (3) outer (inner) iterations for the
proposed method. When reporting evaluation results (Fig. 6.5-6.6), we selected the regularization
parameter for each regularized method to obtain the highest CNR.
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Figure 6.5: Reconstructed images of one slice from different reconstruction methods. (First row)
Liver phantom true activity distribution and different reconstruction of the low-count data. (Second
row) Coronal slice of the patient high-count EM reconstruction image and different reconstructions
of the low-count data.

6.3.1 Results on CT segmentation

This section reports the evaluation result with LiTS test dataset. Since the ground truth (label) is
not provided for the test dataset, we evaluated our segmentation network using the LiTS challenge
web-page. Table 6.3 shows that our V-Net implementation in Section 6.2.2 achieves slightly worse
DICE score than the first place in competition leader board. Fig. 6.4(c)-(d) shows the CT image
of Lu-177 patient and segmentation result with trained V-Net. Though the CT is acquired with
SPECT-CT machine that has relatively low quality compared to the diagnostic CT, the segmentation
from V-Net was similar to the segmentation manually drawn by radiologist. For the phantom studies,
we used the segmentation mask manually drawn on the CT because the geometry of phantom is far
different from the human abdomen, therefore the trained network does not work for the phantom.

6.3.2 Results on SPECT reconstruction

Fig. 6.5-6.6 show that the proposed method improves overall reconstruction performance over
the other conventional regularization methods (with or without anatomical information). Fig. 6.6
reports averaged evaluation metrics over realizations. For the liver phantom case, Fig. 6.5 shows
that EM reconstruction gives noisy texture in the uniform background region. QR and QR-CT
generates relatively less noisy image for the uniform region compared to EM. However, QR and
QR-CT have less contrast between hot and warm region compared to EM and the proposed method.
QR-CT has clear improvement over the QR in that it has clearer boundary as in the true image.
The reconstructed image using the proposed method is closest true image. For the patient case, we

https://competitions.codalab.org/competitions/17094
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(a) Liver phantom: Noise vs AR (b) Patient: CNR vs Iteration
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Figure 6.6: (a) Noise in uniform background liver phantom vs activity recovery in hot spot. (b)
Contrast to noise ratio vs iteration in patient study. We initialized regularized methods with the 50th
iterate of EM reconstruction.

visualize the reconstructed images with coronal view. Here, because the true activity distribution is
unknown, we regard the EM reconstruction with high-count measurement as the true image. Similar
to liver phantom case, the proposed method gives closest image to the high-count EM whereas QR
and QR-CT exceedingly blurred the hot region.

Fig. 6.6 shows that proposed method achieves the best results in all evaluation metrics. In
particular, the proposed method improves CNR compared to conventional regularizers. The proposed
method also improved the noise in the background region while not sacrificing the AR as much as
with conventional regularizers.

6.4 Discussion

This work showed the efficacy of sparsity-based trained regularizer using anatomical infor-
mation on both qualitative and quantitative Lu-177 SPECT-CT imaging and compared between
traditional non-trained regularizer using anatomical information. The proposed approach uses
learned denoising neural network that exploits the information from dual modality system such as
SPECT-CT. Specifically, the proposed framework uses the segmentation mask from the segmenta-
tion neural network as a weight for the trained regularizer. In the Lu-177 SPECT-CT liver phantom
measurement where its activity distribution and count-rate mimic Lu-177 patient imaging, the
recovery accuracy in the volume of interest was improved with the proposed approach compared to
other non-trained regularizers. Improvements were also demonstrated for the patient measurement
data.

To analyze how the trained denoising network utilizes the segmentation mask, we visualized the
weights based on the segmentation mask with the sphere phantom described in Fig. 6.7. Fig. 6.7(i)-
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(p) is visualizing the denoising process of the proposed method. As shown in Fig. 6.7(i)-(l),
some filters and thresholding values are trained to behave similarly to finite differencing filter (see
Fig. 6.7(e)-(h)). However, Fig. 6.7(m)-(p) shows that some filters and thresholding values are
trained to zero out high intensity region using the weights from segmentation mask and sharpen
the edge area around the high intensity region. In the present work, there are 100 sets of filters
and thresholding values and each set of parameters is trained to behave differently from each other
and some of those use the segmentation mask as a prior information where the region of interest is
located.

However, using anatomical information would be beneficial only if the anatomical and emission
images are mostly matching though utilizing segmentation mask can be less sensitive than using the
boundary. The side information can be mismatched due to misregistration or differences between
the functional (SPECT) and the anatomical (CT) imaging modalities. For example, anatomical
image might show no anomalous voxels where functional images have high uptake, and vice versa.
We plan to investigate whether including such cases in our training set would enable the CNN to
‘learn’ those outlier cases.

6.5 Conclusion

Exploiting the available information from a dual-modality system can benefit a trained regular-
izer. The proposed method uses the anatomical (CT) segmentation mask generated by segmentation
neural network in a fully automatic way. The CT segmentation informs the SPECT denoising
network where the region of interest is likely located. The proposed method achieved qualitative
and quantitative improvements with the information from anatomical image compared to the non-
trained quadratic regularizers with or without using the CT-side information. In particular, the
proposed method improves the noise while not degrading the recovery accuracy. However, further
investigation of the potential challenges including impact of misregistration between modalities
is required. Future work also includes training and testing on measurement datasets where the
discrepancies between modalities exist as well as training neural networks for segmentation and
denoising together with a weighted combination of loss functions.
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Figure 6.7: (a) CT image of the sphere phantom. (b) Initial image for the regularized methods. We
used EM algorithm using 50 iterations. (c) ∇R(x) of QR-CT for the update at first iteration. (d)
∇R(x) of proposed method for the update at first iteration. (e)-(h) Denoising process with finite
differencing matrix. Č1 is a finite differencing matrix along x-direction. (i)-(p) Denoising process
with trained convolutional filters.
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CHAPTER 7

Conclusion and Future Work

7.1 Summary

For Y-90 PET, we have proposed a new formulation for bias reduction. The bias due to non-
negativity constraint in OS-EM reconstruction is particularly problematic for Y-90 PET because
of the low probability positron production and high random coincidence fraction. We proposed
a formulation that relaxes the conventional image-domain nonnegativity constraint by instead
imposing a positivity constraint on the predicted measurement mean that demonstrated improved
quantification in simulation studies. We also tested the new reconstruction on clinically relevant TOF
Y-90 PET measurements [6] and the new method outperformed conventional EM reconstruction
available in the clinic. This study was performed with the collaboration of the Siemens PET Physics
Division that provided us access to their TOF projector to implement our reconstruction with real
data from the clinic PET system.

For Y-90 SPECT, we have proposed Y-90 SPECT reconstruction with a new model for tissue-
dependent bremsstrahlung production. Experimental SPECT/CT measurements with equal Y-90
activity concentration in water and bone equivalent liquid demonstrated the Z dependence of
bremsstrahlung generation and clearly demonstrated improved qualitative and quantitative accuracy
with our new SPECT/CT reconstruction formulation including tissue dependent probabilities in the
system matrix. This work has implications when using bremsstrahlung imaging in heterogeneous
tissue such as marrow and bone (for example, bone marrow dosimetry).

Lastly, we have proposed learning based reconstruction method that mitigates bias effects with
lower computational costs. We used an iterative framework that is composed of multiple trained
neural networks enabling those in the later iterations to learn how to recover fine details. The
framework is derived by an optimization formulation with a mathematical motivation, characterized
by fewer parameters (order of a few thousand), thereby avoiding over-fitting and making training
from small data sets feasible. The framework alternatively updates the reconstructed image and the
denoised image with filters and soft-thresholding values trained at each iteration.
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7.2 Future work

• A drawback of the proposed method for Y-90 PET to reduce bias associated with conventional
non-negativity constraints is that it requires more computation cost compared to the standard
method because of the need of an additional forward and back-projection at each iteration as
well as the updates for auxiliary and dual variables. Finding an acceleration method with a
convergence guarantee is a future work topic.

• For Y-90 SPECT reconstruction method with tissue dependent bremsstrahlung probabilities,
SPECT-CT misalignment due to motion may reduce the benefits of the proposed method
where CT information was used to determine voxel-level bone volume fractions. Evaluating
the new method using simulations that include motion is a potential future work. Moreover,
further investigation of the impact on clinical studies is required.

• For trained regularizer, we will further investigate a conventional edge-preserving non-convex
regularizer that has similar form to the motivation of proposed method.

• For trained regularizer, it is natural to extend the method by training all filters simultaneously
using a loss function for the final output image that is of interest, rather than any intermediate
images. We will also investigate the impact of parameterizing and training the regularization
parameter.

• For trained regularizer, we used mean squared error loss function based on reconstructed
counts for simplicity, but using loss functions based on the ultimate task of interest, dosimetry,
needs to be investigated. Here, our current CNN for reconstruction will be combined with a
CNN for dose estimation in an end-to-end approach that uses a single dosimetry task based
loss function.

• For trained regularizer, one possible future direction is investigating methods for adaptive
selection of trainable parameter numbers depending on the size of training dataset.

• For trained regularizer using anatomical side information, further investigation of the potential
challenges including impact of misregistration between modalities is required. Moreover,
we will investigate the cases where training and testing on measurement datasets where
discrepancies between modalities exist due to difference between physiology and anatomy.
For example, ‘lesions’ with partial necrotic regions within the CT-defined contour where
there is no uptake of the radiotracer.

• For trained regularizer using anatomical side information, training neural networks for
segmentation and denoising together with a weighted combination of loss functions needs to

88



be examined.

• Unlike typical SPECT radionuclides, the Y-90 (bremsstrahlung) energy spectrum is continu-
ous, hence energy window-based scatter correction available in most systems is inapplicable.
Although Monte Carlo (MC) based scatter estimation has been proposed for Y-90, to reduce
computational costs, we developed a CNN based approach to estimate the scatter projections
using Monte Carlo only to generate ground truth data for training [139]. We expect the physics
based approach, where CNN estimated scatter projections are included in the reconstruction
model in a manner appropriate for Poisson statistics, will outperform post-reconstruction
approaches. We will expand our initial architecture for scatter estimation to construct a CNN
that has a radiation transport physics based foundation (not purely data driven), including
imposing physics based constraints. The CNNs developed in the current work for image re-
construction will be combined with the CNNs for scatter estimation in an end-to-end approach
using a single loss function.
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