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ABSTRACT
Various dictionaries and transforms are known to sparsify images, and have been exploited in algorithms for image reconstruction from limited data. Methods that simultaneously reconstruct the image and learn dictionaries or sparsifying transforms for image patches, called blind compressed sensing methods, have shown promising performance. Motivated by such adaptive algorithms, this paper proposes an approach to train dictionary-transform based methods for image reconstruction by minimizing a minimum absolute reconstruction error criterion. Each “layer” of the algorithm consists of applying (convolving) trained transforms, thresholdings, and dictionaries to images, followed by a simple least squares update of the images. Numerical experiments illustrate the usefulness and speed-ups provided by such trained algorithms compared to related schemes.

Index Terms— Sparsifying transforms, Dictionaries, Machine learning, Sparse representations, Smart imaging.

1. INTRODUCTION
Imaging approaches such as magnetic resonance imaging (MRI) and X-ray computed tomography (CT) often involve image reconstruction from limited or corrupted data such as in the case of low-dose CT, sparse-view CT, compressive sensing [1, 2] based static MRI, or dynamic MRI where the data is inherently undersampled. Imaging with limited data often has potential benefits such as scan time speed-ups for MRI or reduced radiation exposure for X-ray CT.

Several image reconstruction methods have been proposed [3–7] exploiting image characteristics such as the sparsity of images in analytical dictionaries or transform domains, low-rank properties [8, 9], etc. More recently, data-driven approaches for image reconstruction that learn synthesis dictionaries or sparsifying transforms have received attention [10–14] and have shown promise in medical imaging applications. Sparsifying transform-based [15] approaches are typically faster than dictionary-based approaches due to relatively inexpensive closed-form thresholding-based sparse coding, whereas synthesis sparse coding is NP-hard in general. The transforms or dictionaries could be learned from training data [14] (using various transform learning [15–17] or dictionary learning [18–20] methods) and used to reconstruct other images, or even learned simultaneously while reconstructing the images [12], which is called (transform or dictionary) blind compressed sensing.

Motivated by the efficient (convolutional) structure of recent transform-blind compressed sensing algorithms [12, 13], this paper proposes an approach for training the parameters (e.g., filters, thresholds, etc.) of transform-based algorithms for image reconstruction, by minimizing a minimum absolute reconstruction error cost.1 Each iteration (called layer) of the algorithm consists of applying trained complex-valued transforms, thresholdings (non-linearities), and dictionaries to images, followed by a simple (full) least squares update of the images that takes into account the imaging model or physics. Numerical results illustrate potential for the trained method over related schemes for image reconstruction. Very recent works [22,23] also proposed incorporating the imaging model in training specific algorithms for reconstruction. However, our proposed method differs in the specific algorithm architecture/updates, non-linearities, the training objective, and algorithm for training.

2. IMAGE RECONSTRUCTION MODEL AND TRAINING ALGORITHM
This section describes the proposed reconstruction algorithm and its training. We first briefly describe a recent transform-blind compressed sensing approach (UTMRI) [13] that motivates our proposed method.

2.1. Background and Reconstruction Model
The goal in inverse problems is to estimate an unknown signal or (vectorized) image \( x \in \mathbb{C}^p \) from its (typically limited or corrupted) measurements \( y \in \mathbb{C}^m \). A typical regularized inverse problem is as follows:

\[
\arg \min_{x \in \mathbb{C}^n} \|Ax - y\|^2_2 + \zeta(x)
\]

1A recent work [21] has shown promise for minimizing MAE (\( \ell_1 \)) costs over mean squared error or MSE (\( \ell_2 \)) costs for model training. The former may enable better generalization of learned models.
where $A \in \mathbb{C}^{m \times p}$ is the imaging measurement matrix (e.g., a Fourier encoding for MRI) and $\zeta(x)$ is a regularizer capturing assumed properties of the image (e.g., sparsity in a transform domain). In the blind compressed sensing framework, a data-driven (e.g., involving transform learning) regularizer is used enabling joint image reconstruction and image model learning. Here, we draw inspiration from the recent unitary transform-blind compressed sensing scheme involving the following optimization problem [13]:

\[
\text{(P0)} \quad \min_{x, W, B} \sum_{j=1}^{N} \| WP_j x - b_j \|^2_2 + \nu \| Ax - y \|^2_2 + \gamma^2 \| B \|_0,
\]

s.t. $W^H W = I,$

where $\nu, \gamma > 0$ are parameters, $P_j$ is an operator that extracts the $j$th patch ($N$ overlapping patches assumed) of image $x$ as a vector $P_j x \in \mathbb{C}^n$, and $W \in \mathbb{C}^{n \times n}$ is a sparsifying transform such that $W P_j x \approx b_j$ with sparse $b_j$. Matrix $B \in \mathbb{C}^{n \times N}$ has the sparse $b_j$’s as its columns, and the $\ell_0$ “norm” counts the number of non-zeros in a vector or matrix. Operations $(\cdot)^H$ and $(\cdot)^T$ denote conjugate transpose and the usual transpose, respectively. Problem (P0) (cf. [12] for variants) allows the transform to adapt to the underlying or imaged object.

Prior work [12, 13] proposed an iterative block coordinate descent (BCD) algorithm for (P0) that alternates between solving for $W$ (transform update step), $B$ (sparse coding step), and $x$ (image update step) with other variables fixed. Here, the sparse codes are updated as $b_j = H_\gamma(W P_j x)$, where $H_\gamma(\cdot)$ is the hard-thresholding operator that sets vector or matrix entries with magnitude less than $\gamma$ to zero while leaving other entries unaffected. The output in the transform update step is $W = V U^H$, where $P B^H = U \Sigma V^H$ denotes a full singular value decomposition (SVD) with $P$ being the matrix whose columns are the vectorized (and most recently estimated) image patches. The image update step for (P0) involves a least squares problem whose normal equation is as follows:

\[
G x^k = \nu A^H y + \sum_{j=1}^{N} P_j^T D^k H_\gamma(W P_j x^{k-1})
\]

where $k$ denotes the BCD iteration number, $D^k \triangleq (W^k)^H$, and $G \triangleq \sum_{j=1}^{N} P_j^T P_j + \nu A^H A$ is a fixed matrix. For single-coil Cartesian MRI, where $A = F_\mu$, the undersampled Fourier encoding, $G$ is readily diagonalized by the 2D DFT and the update in (2) is performed cheaply using FFTs [13]. Alternatively, one could solve (2) using iterative methods such as conjugate gradients (CG).

Fig. 1 provides a schematic of the image update over the BCD iterations for (P0). Note that the second term in (2) is equivalently written as $\sum_{l=1}^{n} \sum_{j=1}^{N} P_j^T d_l^k H_{\gamma}(r_l^k P_j x^{k-1})$, with $d_l$ and $r_l$ denoting the $l$th columns of $D$ and $R = W^T$, respectively. In particular, when all the overlapping image patches (with patch stride of 1 pixel) are used in (P0) and the patches overlapping the image boundaries wrap around on the opposite side of the image (periodic image condition), then the second term in (2) involves filtering (via circular convolution) $x^{k-1}$ with each transform filter (the filter is obtained by flipping and zero-padding a reshaped row of $W$), hard-thresholding the result, filtering with each corresponding dictionary ($D$) filter (obtained by zero-padding the reshaped column of $D$), and aggregating the outputs from the various ($1 \leq l \leq n$) filters. This aggregate is further updated by adding the bias term $\nu A^H y$ and applying $G^{-1}$ (or alternatively performing CG).

The filtering and thresholding operations (with the filters learned via the aforementioned SVD-based update using (P0)) in each iteration (or layer) of Fig. 1 help denoise or decorrupt the image and the other operations enforce the imaging model or physics. The (UTMRI) algorithm thus has a convolutional network architecture (with depth corresponding to the number of iterations), where the filters are learned.
on-the-fly from the measurements \( y \) using (P0) (i.e., without using any explicit training data). Next, we will describe an alternative approach to train such an algorithm using training datasets to explicitly minimize image reconstruction errors. Such pre-training would save runtime when applying the algorithm to new test data.

2.2. Training Cost and Algorithm

Our proposed method exploits the iterative or multi-layer structure in Fig. 1, with each layer comprised of a trained decoupling step, followed by the least squares update in (2) that uses the imaging system model. Learning the decoupling step involves learning the transform and dictionary filters and thresholdings. We assume \( L \) transform and dictionary filters in each layer, and a potentially different threshold for each filter pair (or arm in Fig. 1). We use soft-thresholding, which is amenable to gradient-based optimization. A complex-valued scalar is soft-thresholded as

\[
\text{soft-thresholding}(\alpha) = \frac{\text{sign}(\phi)}{\gamma l} \phi \circ |\phi|^\gamma l + \gamma l \text{Re}(\phi \circ \text{sign}^*(\phi^*) \circ \phi^*),
\]

where \( \phi \) is the complex phase computed element-wise, \( 1_l |\phi|^\gamma l \) denotes the complex conjugate, and \( \text{Re}(\cdot) \) denotes real part.

Once all layers of the algorithm have been trained by optimizing (P1) for each successive \( k \), we reconstruct new test data by passing the initial image reconstruction from undersampled measurements through the trained network.

3. NUMERICAL EXPERIMENTS

Here, we present preliminary experiments illustrating the performance of the proposed method for MR image reconstruction. We used the multi-slice dataset with 32 512 × 512 (complex-valued) slices provided by Prof. Michael Lustig, UC Berkeley. We simulated single coil Cartesian k-space measurements from a subset (five) of these slices, and used these to train our proposed image reconstruction model with 20 layers at 3.3 fold and 5 fold undersampling of k-space, and

\[
\beta = 10^4.
\]

The transforms and dictionaries in each layer had 256 filters, which were trained together with the corresponding 256 soft-thresholds, from \( 8 \times 8 \) patches, and \( \nu = 10^6/p \) with \( p \) the number of image pixels [13]. We used variable
Fig. 2. 512 × 512 test images used in Table 1.

Fig. 3. Reconstructed images (magnitudes shown) and reconstruction error maps (magnitude of difference between reconstructed and reference images) for image 3 with 30% samples using Sparse MRI (top row), UTMRI (middle row) and our trained method (bottom row).

density 2D random sampling patterns [27], which are feasible for 3D imaging.

The trained models were used to reconstruct five test images from undersampled measurements, including an axial slice from a different acquisition (Fig. 2). We compare the performance of the trained method to Sparse MRI [3] that exploits sparsity in wavelets and total variation domains, and the recent blind compressed sensing method UTMRI [13]. We ran UTMRI for 120 iterations (a transform is estimated in each iteration), with other parameters as in prior work [13]. We used the built-in parameter settings in the publicly available Sparse MRI implementation [28]. These settings performed well in our experiments. We evaluated reconstruction quality on test data using the peak signal to noise ratio (PSNR) metric (in decibels (dB)) computed between the complex-valued reference and reconstructed images.

Table 1 lists the PSNR values for zero-filled IFFT (the initial image for the methods), Sparse MRI, UTMRI, and the trained algorithm for various test images and undersampling factors. Both UTMRI and the trained method outperformed the non-adaptive Sparse MRI. The trained method performed quite similarly as UTMRI but was up to 5x faster (average reconstruction times for UTMRI and Sparse MRI were about 241 s and 100 s respectively, compared to about 50 s for our method). While our current implementation uses patch-based processing for testing, much lower runtimes can be achieved using fast convolutional implementations. Figure 3 compares the reconstructed images and error maps for different methods showing potential for our trained approach.

4. CONCLUSIONS

In this work, motivated by recent works on transform-blind compressed sensing, we presented a deep dictionary-transform learning method for image reconstruction using a minimum absolute error criterion. The image reconstruction algorithm learned from training scans can be applied relatively cheaply to reconstruct other images from undersampled measurements. Preliminary experiments illustrated potential for such a trained algorithm in terms of image quality and runtime. Investigation of end-to-end training (instead of layer-by-layer) of the reconstruction scheme, and more extensive evaluation and validation on large datasets will be performed in future work.
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