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Abstract—Reconstructing 3D cone beam computed tomography
(CBCT) images from a limited set of projections is an important
inverse problem in many imaging applications from medicine to
Inertial Confinement Fusion (ICF). The performance of traditional
methods such as filtered back projection (FBP) and model-based
regularization is sub-optimal when the number of available pro-
jections is limited. In the past decade, deep learning (DL) has
gained great popularity for solving CT inverse problems. A typical
DL-based method for CBCT image reconstruction is to learn an
end-to-end mapping by training a 2D or 3D network. However, 2D
networks fail to fully use global information. While 3D networks
are desirable, they become impractical as image sizes increase
because of the high memory cost. This paper proposes Swap-Net,
a memory-efficient 2.5D network for sparse-view 3D CBCT image
reconstruction. Swap-Net uses a sequence of novel axes-swapping
operations to reconstruct 3D volumes in an end-to-end fashion
without using full 3D convolutions. Simulation results on ICF
show that Swap-Net consistently outperforms baseline methods
both quantitatively and qualitatively in terms of reducing artifacts
and preserving details of complex hydrodynamic simulations of
relevance to the ICF community.

Index Terms—Deep learning, 3D inverse problem, image
reconstruction, denoising, sparse-view, computed tomography,
2.5D network, inertial confinement fusion.

I. INTRODUCTION

THE recovery of high-quality images from limited projec-
tion measurements is fundamental in computed tomography
(CT) [1]. Cone beam CT (CBCT) is a specialized imaging
technique used in fields requiring detailed 3D imaging. In CBCT,
an X-ray beam is projected through the 3D object onto a 2D
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detector. Unlike traditional CT scanners where the X-ray beam
is collimated into a narrow fan shape, CBCT systems use a
cone-shaped beam, allowing wider coverage of the object in a
single rotation. CBCT is a valuable tool in various applications
for obtaining detailed structural information [2], [3], [4].

A CBCT scanner captions 2D X-ray projections, also called
radiographs, as it rotates around the target object. Computer al-
gorithms process these projections to reconstruct a 3D volumet-
ric image of the object. Developing fast and accurate methods
for 3D CBCT image reconstruction is important in many appli-
cations [2], [3], [4]. In particular, sparse-view CBCT imaging,
which relies on a limited number of projections for image recon-
struction, is a common challenge in the physical sciences, includ-
ing shock physics experiments, high-energy density physics,
and national security applications. This challenge arises from
the prohibitive cost of acquiring additional projections and the
physical constraints that prevent the rotation of the source and/or
object in rapidly evolving dynamic systems—a common issue
for ICF applications. Additionally, the high computational cost
of 3D ICF simulations limits the availability of training datasets,
further necessitating the development of new computational
imaging algorithms to enhance reconstruction performance. The
ability to capture fine features is critical, as these structures
significantly impact the burn dynamics of Deuterium Tritium
(DT) gas in ICF applications and, consequently, the overall
neutron yield. Therefore, advancing algorithms to improve the
extraction of these fine details and subsequently optimize topolo-
gies through design refinement is of paramount importance to
the community.

Filtered back projection (FBP) is a classical algorithm that
is computationally efficient and relatively straightforward to
implement [5], [6]. However, FBP is sensitive to measurement
noise and leads to artifacts when given incomplete or irregu-
larly sampled projection data. Regularized inversion methods
view CT imaging as an inverse problem, where the unknown
object is reconstructed by combining a CT physical model and
a hand-crafted regularizer [7], [8], [9], [10], [11], [12], [13],
[14], [15]. Recently, deep learning (DL) methods have gained
popularity in solving CBCT inverse problems [16], [17], [18],
[19], [20]. Traditional DL methods are based on training convo-
lutional neural networks (CNNs) to map the measurements or
low-quality images to the desired high-quality images [21], [22],
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[23]. Deep model-based architectures (DMBAs), such as those
based on deep unfolding (DU) [24], [25], have recently extended
traditional DL to neural network architectures that combine the
CT forward models and CNN regularizers [26], [27], [28], [29],
[30], [31], [32], [33], [34].

Despite the rich literature on DL-based methodologies, direct
end-to-end 3D CT reconstruction remains a challenging problem
due to its high memory and computation cost. Current schemes
typically use a 2D approach, where the 3D volume is divided
into a series of 2D slices along one or more axes. Then each
2D slice is treated as an independent image, and a 2D neural
network is applied to process each slice individually [21], [28],
[30], [35], [36]. After processing all 2D slices, the outputs are
combined to reconstruct the full 3D volume. Using a 2D net-
work for 3D reconstruction offers several advantages, including
computational efficiency, ease of implementation, and compat-
ibility with existing 2D CNN architectures and frameworks.
However, it also suffers from drawbacks such as the potential
loss of consistency across slices and suboptimal performance
in capturing complex 3D structures compared to dedicated 3D
reconstruction approaches [22], [23], [37]. Some other works
have also explored the feasibility of using a certain number of
neighboring slices to reconstruct a slice within a 3D volume [22],
[38]. These methods, referred to as neighboring slice-based
2.5D approaches, can be beneficial when memory and data
are limited, but they do not fully capture correlations across
all dimensions. This paper addresses these issues by presenting
a new network—called Swap-Net—for recovering high-quality
3D images from extreme sparse-view measurements. Distinct
from the fully 3D volume-based approaches, 2D slice-based
approaches, and the neighboring slice-based 2.5D approaches,
Swap-Net is developed as a 2.5D CNN where 2D convolution
operations are used to extract correlations across all three di-
mensions of a 3D volume. The key contributions of our work
are summarized as follows:
� We present a memory-efficient 2.5D network called Swap-

Net to handle end-to-end 3D image reconstruction. The
key component in Swap-Net is the new axes-swapping
operation that helps combine information along all axes
similar to 3D convolution.

� We investigated challenging sparse-view 3D CBCT image
reconstruction problems in ICF with as few as 4, 8 and 16
projection views. Moreover, we accounted for non-ideal
physics including blur, scatter, and non-white noise.
Simulation results demonstrate that the method can restore
high-quality 3D volumes across all dimensions, outper-
forming baseline methods both quantitatively and qualita-
tively in terms of artifact-reduction and detail-preservation.

� We conducted additional investigations using Swap-Net,
e.g., studying the benefits of the axis-swapping and the
impact of the swapping order, the advantages of the cascad-
ing architecture, the robustness under distribution shifts,
the capability of joint reconstruction and artifact correc-
tion, the integration with the imaging model within the
DU framework. Our results comprehensively demonstrated
the effectiveness, robustness, efficiency, and flexibility of
Swap-Net.

� We evaluated our method with a greater number of pro-
jection views and tested it on a dataset beyond the ICF
application, thereby demonstrating the versatility of the
method. This experiment further illustrate that Swap-Net
is a robust and broadly applicable method for 3D object
reconstruction.

The rest of this paper is organized as follows. Section II
introduces the background and mathematical formulation of the
CBCT imaging problem and discusses related work. Section III
presents our proposed approach in detail. Section IV explains our
experimental setup, presents the results of our comparisons to
other algorithms, and elaborates upon the analysis of the obser-
vations. Finally, Section V summarizes our work and discusses
potential future directions.

II. BACKGROUND

A. CT Inverse Problem Formulation

In CT imaging, the relationship between the unknown ob-
ject x ∈ Rn and the (log) projection measurements y ∈ Rm is
commonly expressed as a linear imaging system

y = Ax+ e, (1)

where A ∈ Rm×n denotes the measurement operator (also
known as the forward model or physical model) and e ∈ Rm

denotes the measurement noise that is sometimes statistically
modeled as additive white Gaussian noise (AWGN). The AWGN
formulation is a widely used approximation for various imag-
ing systems including CT, magnetic resonance imaging (MRI),
etc. [40], [41].

Scatter is another practical corruption that arises in CT imag-
ing due to interactions between X-ray photons and objects. When
X-ray photons encounter the object, some of them undergo
scattering rather than being absorbed or passing straight through.
Since scattered photons have undergone direction changes, they
do not provide accurate information about the original object
attenuation along the X-ray path. Scattered photons can reach
the detector and contribute to errors that reduce the quality of the
reconstructed image. Often the post-log scatter-corrupted CBCT
projection measurements y are modeled as

y = − log

(
Φ(I0e

−Ax)

I0

)
(2)

where I0 denotes the reference intensity from the source, Φ is a
nonlinear function that models the non-ideal physics including
blur and scatter and non-white noise corruption (see Section IV-
B for details), and log is applied pixelwise. Choices for modeling
the scatter component of the function Φ in the literature include
kernel convolution with the direct signal followed by Poisson
noise [42], [43]. For any noise model, the goal is to reconstruct
the image volume x from the projection data y.

The motivation for including both AWGN and scatter scenar-
ios is twofold. First, the non-ideal blur and scatter and non-white
noise corruption, which we referred to as scatter artifacts for
simplicity, are a significant source of distortion in many CT
applications such as ICF. Investigating this scattering model
is especially beneficial for addressing practical CT-based ICF
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reconstruction challenges. Second, in CBCT problems it is
common to utilize AWGN artifacts as a baseline for investi-
gations. Therefore, we investigate these two scenarios in this
work.

B. Related Work for CT Reconstruction

As a 3D-imaging technique, CBCT imaging offers many ben-
efits in clinical, industry, and research. However, due to factors
such as computation cost, scatter, noise, limited measurements,
and discrepancies in the forward operator model, significant
challenges emerge when attempting to efficiently and accurately
reconstruct the 3D CT images outlined in (1) and (2) [44],
[45], [46]. Classical approaches tackle CT reconstruction by
formulating it as a regularized optimization problem

x̂ = argmin
x∈Rn

{g(x) + r(x)} (3)

where g is the data-fidelity term that quantifies the consistency
with the measured data y, and r is a regularizer that enforces
a prior knowledge on the unknown image x. For example, two
widely-used data-fidelity and regularization terms in imaging
are the least-squares and total variation (TV) terms:

g(x) =
1

2
‖y −Ax‖22 and r(x) = τ ‖Dx‖1 (4)

where τ > 0 controls the regularization strength and D denotes
the discrete gradient operator [47]. Many handcrafted regu-
larizers similar to TV have also been applied to sparse-view
CT reconstruction problems [13], [48], [49], [50], [51], [52].
Beyond handcrafted priors, recent work has also explored the
use of learned priors, e.g., [13], [18], [28], [30], [53].

DL has gained great popularity for solving CT inverse prob-
lems due to its excellent performance [21], [22], [23], [54], [55],
[56]. A widely used supervised DL approach is based on training
a CNN to map a corrupted image to its clean target [21], [22],
[23], [57]. For example, prior work on DL for CBCT trains a
CNN to map FBP reconstructed images to the corresponding
ground-truth images. In particular, for CBCT where the target
images are 3D, due to the memory limits, the network training is
typically done in a slice-by-slice manner, where the 3D volumes
are sliced into 2D images along a certain axes and the loss is op-
timized on the given slices [21], [28], [30], [35], [36]. However,
due to the lack of global information, a 2D slice-based approach
cannot capture complex 3D structures as well as dedicated 3D
reconstruction approaches [23], [58]. An alternative method is to
divide the whole volume into small 3D patches, feed the patches
to the 3D network, and then fuse the reconstructed patches
together [22], [59]. While such 3D patch-based approach can
extract and establish features in all dimensions within patches,
it cannot model global correlations and the fusion of patches
in forming the whole volume requires additional attention to
boundary artifacts [22], [60].

C. Our Contribution

This work contributes to the memory-expensive area of effi-
cient 3D CBCT reconstruction using DL methods. We introduce
a memory-efficient 2.5D network, called Swap-Net, that refines
3D images reconstructed from artifact-corrupted radiographs.

Swap-Net addresses in an end-to-end fashion several common
sources of image artifacts, including those due to sparse view
sampling, measurement noise, and photon scattering. We exten-
sively test the performance of Swap-Net in the application of
ICF, validating that it can be used as an effective end-to-end
mapping tool for 3D CBCT image reconstruction.

III. PROPOSED METHOD

We propose Swap-Net as an end-to-end mapping network
that can handle 3D inverse problems like CBCT reconstruc-
tion. Fig. 1 shows the training pipeline (top) and architecture
(bottom) of Swap-Net. As illustrated in the top part of Fig. 1,
given the corrupted CBCT projections y, Swap-Net Rθ takes
the FBP reconstructed images A†y as its input, and maps the
whole volume to the desired 3D output x̂ := Rθ(A

†y). Here, θ
represents the parameters of Swap-Net, and A† denotes the FBP
reconstruction operation. Swap-Net training seeks to minimize
the loss L between x̂ and the ground truth x over a training set
consisting of J samples to obtain the optimized parameters θ∗

θ∗ = argmin
θ

J∑
j=1

L(xj ,Rθ(A
†yj) (5)

whereL denotes the loss function that measures the discrepancy
between the predictions of the Swap-Net and the ground truth.

When the input images A†y are of size Nx ×Ny ×Nz ,
Swap-Net works in a 3D-to-3D manner to produce a whole vol-
ume estimate x̂ having the same dimension as its input without
slicing and assembling the volume. The efficiency of Swap-Net
in facilitating 3D image reconstruction hinges upon the novel
and efficient design of its architecture. As illustrated in the
bottom part of Fig. 1, Swap-Net is a cascade of three repeating
blocks, each includes a sub-network. The sub-network is formed
by two convolutional layers (Conv) followed by Rectified Linear
Unit (ReLU) activations, one additional convolutional layer, and
a residual connection. The convolutional kernels across all layers
are uniformly set to a size of 3× 3with a stride of 1. The channel
dimensions of the hidden convolutional layers are set toNx,Ny ,
andNz for the first, second, and final sub-networks, respectively,
corresponding to the dimensions of the 3D input volume along
the x, y, and z axes. A distinctive aspect of Swap-Net lies in
its use of the axes-swapping operations within each block. This
operation cascadingly reorients the channel dimension to the
x, y, and z axes, facilitating focused 2D convolutions across
the yz, xz, and xy planes, respectively. This strategic approach
enables the network to perform artifact reduction axis by axis,
thereby ultimately yielding a high-fidelity 3D reconstruction that
maintains consistency across all dimensions. Mathematically,
the computation of the lth block in Swap-Net can be defined as:

Bθl(zl; al) := S−1(Rθl(S(zl; al)); al) , (6)

where Rθl represents the lth convolution sub-network of Swap-
Net, while S and S−1 denote the axes-swapping and inverse
axes-swapping operations, respectively. The operation S rear-
ranges the given axis al of the 3D input volume zl onto the
convolution dimension, and S−1 restores the original orientation
after convolution. The inverse axes-swapping operation S−1 is
applied to ensure that the input and output of each block maintain
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Fig. 1. Overview of the proposed Swap-Net framework for training an end-to-end deep mapping for 3D CBCT image reconstruction using ICF synthetic
radiographs. The Swap-Net model Rθ is implemented as a customized architecture mapping the output of FBP to the desired ground-truth 3D images. The novel
axes-swapping operation in Swap-Net allows it to efficiently conduct convolution across all dimensions. The whole network is trained end-to-end in a supervised
fashion.

the same spatial alignment. Our implementation of Swap-Net,
illustrated in Fig. 1, consists of three cascading blocks for CBCT
imaging and can be formulated as:

z1 ← Bθ1(A†y;x)

z2 ← Bθ2(z1; y)

x̂← Bθ3(z2; z) . (7)

This design of Swap-Net enables effective feature transforma-
tion across different axes of a 3D object, improving reconstruc-
tion quality in sparse-view CBCT imaging. We implemented
the S and S−1 operators using PyTorch’s swapaxes function.
This function facilitates backpropagation by reordering tensor
dimensions without modifying data values, thereby preserving
the computational graph. PyTorch efficiently tracks this opera-
tion, ensuring proper gradient flow during training.

The key novelty of our method is that, to the best of our
knowledge, this is the first work presenting such a memory-
efficient 2.5D cascade network based on axes-swapping op-
erations. Different from the traditional slice-by-slice mapping
methods, Swap-Net instead relies on the axis-by-axis recon-
struction, which can be particularly useful when the 3D volume
is not uniformly corrupted along each dimension. For example,
in CBCT imaging, since the projections are produced by placing
sources around a certain axis, e.g., the z axis in our experi-
ments, the insufficient attenuation information along z usually
leads to lower-quality images in the xy plane. The cascading
axes-swapping operations in Swap-Net allow it to effectively
process the reconstruction in the xy plane after accumulating
more information in the yz and xz plane, therefore enforcing the
global consistency of the reconstructed 3D volume. Moreover,
although the output of Swap-Net is the whole 3D volume, it
does not involve any computationally expensive 3D convolu-
tions. Instead, it is simply based on 2D convolutions where the

convolution is looped over all axes of a 3D volume. Thus, Swap-
Net overcomes the suboptimal performance of slice-based 2D
CNNs that disregard the information across slices. On the other
hand, it also bypasses the expensive computation cost of 3D
networks, facilitating solving practical 3D imaging problems.

It also worth highlighting the differences between existing
work that uses a certain number of neighboring slices to recon-
struct a slice within a 3D volume [22], [38]. Those methods
address the issue when training data is limited and the volume
is too large to be processed as a whole. In contrast, Swap-Net
is designed to process the entire volume at once by performing
convolutions across all slices without dividing the volume. This
enables deeper correlations along each dimension by processing
all slices along multiple axes. We hypothesize that this com-
prehensive feature extraction contributes to Swap-Net’s recon-
struction performance especially when trained with limited data.
When faced with more severe memory constraints or limited data
availability, Swap-Net can also be applied to smaller patched
volumes, reconstructing the full volume by combining these
patches. Some works have also explored utilizing convolution
along different dimensions. For example, [61] processes the
3D volume by slicing it along two different planes and then
applies two parallel 2D CNNs to reconstruct the slices, which
are subsequently merged to form the final 3D volume. However,
this approach does not fully capture correlations across all
slices, nor does it adopt the cascading block-by-block optimiza-
tion architecture used in Swap-Net. These differences highlight
Swap-Net’s distinct novelty and establish it as a valuable algo-
rithmic advancement in the field of memory-efficient 3D CBCT
reconstruction.

IV. EXPERIMENTAL VALIDATION

This section presents numerical results that demonstrate the
ability of Swap-Net to provide high-quality 3D reconstructions
from sparse-view 2D projections of ICF double-shell capsules as
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Fig. 2. The ICF models: (a) A typical double-shell ICF capsule containing Deuterium/Tritium, Tungsten pusher, Beryllium tamper, low density CH4 foam, and
Aluminum. (b) A simplified representation of a ICF implosion capsule containing Deuterium/Tritium (gas), Tantalum pusherlator CH4 foam [39].

depicted in a representative double shell shown in Fig. 2. In par-
ticular, we examine Swap-Net under two different practical noise
conditions, including AWGN corruption and nonlinear photon
scattering corruption, to show its ability to solve challenging
CBCT imaging problems.

A. Preparation of 3D Dataset

The emergence of Inertial Confinement Fusion (ICF) as a po-
tential power source has been a major impetus for the continued
examination of ICF implosion dynamics. One promising ICF
configuration is a double-shell capsule, shown in Fig. 2(a), that
employs a high Z metallic shell that is imploded onto a gas-filled
cavity via radiation to achieve fusion conditions. Both manufac-
turing as well as drive asymmetries may lead to hydrodynamic
instabilities that can degrade ICF performance. Consequently,
quantifying and understanding these instabilities is crucial to
the continued success of ICF. To this end, radiography plays an
essential role in elucidating the behavior of the metallic shell and
quantifying the impact of the asymmetries on ICF performance.

To further simplify the problem, we examine the explosion
of a single shell made of tantalum, as this configuration enables
the salient features to be captured in the density field, i.e., a
complex gas metal interface without needing to increase the
simulation complexity. As such we train and test our method with
ICF capsules shown in Fig. 2(b) to examine shock propagation
and instability growth created using prescribed perturbations on
the shell interior surface. All simulations were performed using
computational fluid dynamics software. The simplified ICF-like
double-shell hydrodynamic simulations have been adopted in
multiple prior work [62], [63]. Such ICF capsules, though seem-
ingly simple, encapsulate all the critical and essential structures
necessary to illustrate the ICF physical process. In this inves-
tigation, the configuration allows for the complex gas/metal
interface to form as a consequence of the Richtmyer Meshkoff
instability that impacts the ignition and burning of the fuel.
Capturing these changes is essential for elucidating the nature of
the instabilities that give rise to the complex topologies observed
in the simulations. Therefore, evaluating the reconstruction

Fig. 3. Central slices along each dimension of an exemplar 3D ICF object
generated for an ICF double shell simulation in our dataset. The two materials
that form the object, namely gas and metal, are labeled in each image. The
images presented here were normalized by the mass attenuation factor to the
range of [0, 2] for good visualization (same in the rest of the paper).

performance on such simulated data provides an effective means
of assessing a method’s general ability to reconstruct experimen-
tal ICF data.

We simulated 108 3D objects with different parameters, e.g.,
initial 3D perturbations, material properties, and/or temporal
slice where each case represents a distinct dynamic hydrody-
namic configuration. Fig. 3 shows an exemplar object from our
datasets with gas and tantalum labeled. In particular, the mass
attenuation coefficient of gas is ξ(gas) = 9.40 cm2/g, and tanta-
lum is ξ(tantalum) = 13.03 cm2/g, in the energy range of interest
here. Each ICF volume had dimensions of 448× 448× 448
with a voxel resolution of 250× 250× 250μm3 resulting in
a total physical size of 112× 112× 112mm3. To minimize
instabilities caused by 3D perturbations, each simulated ICF
capsule exhibited mirror symmetry with respect to the yz plane.
These 108 objects were split into 90, 18, and 18 for training,
validation, and testing, respectively.

B. Generation of Radiographs

Fig. 4 illustrates our CBCT geometry. In our simulation, the
ICF capsule undergoes rapid deformation, and due to initial
surface asymmetries, it develops a Richtmyer-Meshkov insta-
bility following the re-shock of the inner tantalum surface.
This instability gives rise to complex topologies in the central
region of the images. The source and detectors were uniformly

Authorized licensed use limited to: University of Michigan Library. Downloaded on July 04,2025 at 09:12:17 UTC from IEEE Xplore.  Restrictions apply. 



XU et al.: SWAP-NET: A MEMORY-EFFICIENT 2.5D NETWORK FOR SPARSE-VIEW 3D CONE BEAM CT RECONSTRUCTION TO ICF APPLICATIONS 877

Fig. 4. The CBCT imaging geometry used in our experiments. The configurations on the side are normalized values to show relative distances. The pinhole is a
circularly symmetric structure. In our setup, the xy plane is the transaxial plane, with sources and detectors positioned around the z axis, ensuring comprehensive
capture of radiographic projections from multiple viewpoints.

Fig. 5. Statistical summary of SNR values for different reconstruction methods evaluated on 2D slices along each dimension taken from our test set. Plots in
the first and second row correspond to the the results with 4 projection views under AWGN and non-ideal physics including blur and scatter and non-white noise
corruptions, respectively.

positioned around the capsule so as to provide multiple projec-
tions during the dynamic process. The pinhole utilizes the same
metal material as in the 3D object with density being ξ(pinhole) =
0.0404 cm2/g. The direct radiographic signals from the area
mass were simulated by placing the X-ray source around axis
z with base intensity I0 = 3.201× 10−4. We tested the per-
formance of Swap-Net on sparse-view CBCT reconstruction
with 4, 8 and 16 views. The 2D projections have dimensions
of 200× 200 with a resolution of 2500× 2500μm2, corre-
sponding to a detector size of 50× 50 cm2. These CBCT views
were generated using the ODL package [64], and all views were
equally spaced over 180 degrees.

We generated the radiographs under two different corruption
scenarios, namely AWGN, as modeled in (1), and non-ideal
physics including blur and scatter and non-white noise corrup-
tion, as modeled in (2), respectively. For AWGN, the simulated
corrupted radiographs included the addition of random AWGN
corresponding to an input SNR of 40 dB to the clean ones.
For our non-ideal physics investigation, we modeled the total
transmission or the noisy radiograph function Φ as the sum of

the blurred radiograph, scatter, and noise as follows:

Φ := Dblur +Ds +Bs + η. (8)

Let Ddenote the uncollided radiation incident on the detector
plane. The blurred direct radiation component is given by

Dblur = D ∗Gblur(σblur) ∗ φdb. (9)

The source blur Gblur is given by a 2D Gaussian kernel with
deviation σblur chosen randomly between 1 and 3 pixels with an
accompanying random orientation between 5 and 26 degrees.
This signal was then convolved with a detector blur using another
kernel φdb.

To address the scatter radiation, we included two scatter
components. The first was a correlated scatter component given
by

Ds = κD ∗Gscatter(σscatter). (10)

Here we convolved the direct radiograph with a 2D Gaussian
filter scatter kernel Gscatter having standard deviation σscatter

between 10 and 30 pixels for the kernel, with a scaling factor κ
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Fig. 6. Visual evaluation of Swap-Net and baseline methods on an exemplar ICF double shell test simulation with 4 projection views under AWGN corruption.
Each row shows the middle slice of the whole 3D object along z, y and x axes, respectively. The bottom part of each image provides the SNR and SSIM values
and representative 2× zoomed-in regions and their error maps with respect to the ground truth. Arrows in the zoomed-in plots highlight sharp edges that are well
reconstructed using Swap-Net. Note the excellent quantitative and qualitative performance of Swap-Net for both artifact correction and detail preservation.

between 0.1 and 0.3. We also added a background scatter field
Bs, which is another essential component of scatter affecting
radiographic measurements. Physically, this term represents
scatter from our object that is reflected by nearby surrounding
objects, e.g., ground and walls, which are particularly difficult
to model. This field was modeled with a polynomial of order n
given as

Bs(x, y) =
n∑

i=0

aix
i + biy

i, (11)

where x and y denote spatial coordinates and ai and bi denote
the coefficients of the polynomial. We chose the coefficients of
the background scatter field such that the level was randomly
between 0.5 and 1.5 times the mean signal level in the center of
the image and the tilt was between −10% and 10% .

We modeled gamma and photon noise as Poisson noise de-
noted by ηPo

g and ηPo
p , respectively. The means of the two distri-

butions were proportional to the total signal Dblur +Ds +Bs

(with a scaling for each noise). The noise components were
convolved with respective kernels φg and φp to give the total
(colored) noise η as follows:

η = κg(η
Po
g ∗ φg) + κp(η

Po
p ∗ φp), (12)

where κg and κp are scaling coefficients for the gamma and
photon noise components, respectively. The level of the gamma

noise was randomly set in the range of (39,000, 50,000) and the
level of the photon noise was randomly set in the range (350,
450). All random parameters were generated independently
for each radiograph, so each radiograph was corrupted with
different random noise and scatter realizations. In summary,
the corruption function Φ serves as a comprehensive model for
measurement errors, including scatter, blur (including source,
detector, and motion), as will as noise, capturing artifacts present
in our imaging system, as shown in Fig. 4. Additionally, it can
be flexibly adjusted to simulate different imaging scenarios and
configurations.

C. Baseline Methods and Training Settings

We considered several well-known algorithms as baseline
methods for CBCT image reconstruction, including FBP,
TV [47], 2D U-Net [65], and 3D U-Net [66]. FBP and TV
are traditional methods that do not require training, while other
methods are all DL methods with publicly available implemen-
tations. The FBP method was performed with the Hann filter, and
the relative cutoff frequency for the filter was set to 0.3. We used
fminbound in thescipy.optimize toolbox to identify the
optimal regularization parameter τ for TV at the inference time.
We trained all DL methods on the FBP reconstructed images
to handle CBCT reconstruction. For 3D U-Net, we trained the
model with 3D patches with patch size set to 112× 112× 112.
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TABLE I
QUANTITATIVE EVALUATION OF SWAP-NET AND BASELINE METHODS AVERAGED ON THE TEST DATASET FOR DIFFERENT NUMBERS OF PROJECTION VIEWS

Fig. 7. Visual evaluation of 2.5D Swap-Net and 3D U-Net on an exemplar ICF
double shell test simulation with 4 projection views under AWGN corruption.
Each row shows the middle slice of the central region of the 3D object and the
corresponding error maps with respect to the ground truth along z, y and x axes,
respectively. The bottom part of each image provides the SNR and SSIM values.
With only about 1/10 of the parameters of 3D U-Net, Swap-Net still achieves
better quantitative and qualitative performance.

The batch size of Swap-Net, 2D U-Net, and 3D U-Net was set
to 2, 4, and 1, respectively. We used the �2 loss function for all
training approaches, and set the learning rate to 0.0001 and used
Adam [67] as our training optimizer. All models were trained
with 2 A40 GPUs until stable convergence was observed. We
evaluated reconstruction performance using two widely-adopted
metrics: signal to noise ration (SNR) in dB and structural similar-
ity index measure (SSIM) from skimage.metrics toolbox.
Models that achieved the best performance on our validation
dataset were selected for inference.

D. Results and Analysis

This section presents experimental results to demonstrate
the efficiency and effectiveness of our proposed method. We
organize our presentation as follows. First, we compare the
performance of Swap-Net to baseline methods. Next, we pro-
vide a comprehensive evaluation of Swap-Net, examining its
reconstruction performance across different slices within a com-
plete 3D object volume, as well as its effectiveness in handling
dynamic deformation throughout different stages. Unless other-
wise specified, all numerical metrics reported in the tables were
computed over the full 3D volumes, while the metrics labeled
in the visualization figures were calculated specifically for the

displayed slices and are provided for reference. All visualized
images are axis-aligned and were extracted from planes perpen-
dicular to the x, y, or z axes, as indicated by the axis labels in
each figure.

1) Quantitative Performance Comparison With Baseline
Methods: We first compared the performance of Swap-Net with
baseline methods. Table I summarizes the averaged quantitative
evaluation of Swap-Net and baseline methods on our testing
dataset with different numbers of projection views. These nu-
merical results were evaluated on the whole 3D volume for
both AWGN corruption and non-ideal physics including blur
and scatter and photon noise corruption. Swap-Net consistently
outperformed the baseline methods, leading to the best SNR and
SSIM in different scenarios. As a reference for model complex-
ity, Table I also presents the model size in terms of the number
of parameters (PN). Despite obtaining significantly enhanced
performance, Swap-Net only uses about 1/3 as many parameters
as 2D U-Net and 1/10 as many parameters as 3D U-Net. Table I
also reports the running memory (RM) usage and the running
time (RT) of each algorithm.1 Note that Swap-Net processes
the entire 3D volume during training, whereas the patch-based
3D U-Net processes 1/64 of the volume, and the slice-based 2D
U-Net processes 1/448 of the volume. Despite these differences
in data-related RM demands, Swap-Net’s overall RM usage is
still lower than that of the 3D U-Net and only slightly higher than
the 2D U-Net, making it a memory-efficient solution in practice.
To further evaluate the performance of the reconstruction along
each of dimension of the 3D object, Fig. 5 summarizes the sta-
tistical evaluation for slice-wise reconstruction for both AWGN
corruption and non-ideal physics including blur and scatter
and photon noise corruptions. Swap-Net achieved consistently
good reconstruction performance for 2D image slices along all
three dimensions, thanks to the axes-swapping operation in our
network design.

2) Visual Performance Comparison With Baseline Methods:
Fig. 6 presents visual comparisons from different methods on an
exemplar testing data under AWGN corruption with 4 views. We
also plotted error maps, which represent the absolute differences
from the ground truth in the figure. We specifically highlighted
the reconstruction of boundary regions because changes in
these areas throughout the dynamic ICF process can serve as

1The RM usage is reported as the peak GPU memory consumption. Both RM
usage and RT for each method were measured using experiments with a batch
size of 1 and 4 projection views
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Fig. 8. Visual evaluation of Swap-Net and baseline methods on an exemplar ICF double shell test simulation with 4 projection views under scatter corruption.
Each row shows the middle slice of the whole 3D object along z, y and x axes, respectively. The bottom part of each image provides the SNR and SSIM values,
and representative 2× zoomed-in regions and their error maps with respect to the ground truth. Arrows in the zoomed-in plots highlight sharp edges that are well
reconstructed using Swap-Net. Note the excellent quantitative and qualitative performance of Swap-Net for both artifacts correction and detail preservation.

critical indicators of onset of instabilities that are known to
degrade ICF performance [63], [68]. Swap-Net outperformed
the baseline methods both in terms of removing artifacts and
maintaining sharpness. The excellent performance demonstrates
that Swap-Net can remove disturbing artifacts while retaining
detailed structural information. Such capability is notable for a
network having only 9 convolution layers. Because the CBCT
projections were simulated by placing the X-ray source around
the z axis, it is challenging to reconstruct images along z espe-
cially with sparse-view projections (e.g., see the comparatively
worse FBP reconstruction in (x, y) plane in Fig. 6). Swap-Net
overcomes such asymmetric artifacts by performing cascading
convolutions along all axes, resulting in the comparatively con-
sistent reconstruction along all dimensions. Fig. 7 compares
Swap-Net and 3D patch-based U-Net methods; to avoid the
influence of the edge artifacts, only the central region of the
reconstructed object is presented. In Fig. 7, Swap-Net performed
better than the 3D U-net. Fig. 8 demonstrates the improved per-
formance of Swap-Net compared with various baseline methods
under non-ideal physics including blur and scatter and photon
noise corruption. While the baseline methods obviously suffer
from scatter corruption, Swap-Net successfully reduced the
artifacts, leading to a similar good quantitative and qualitative
performance as in the AWGN case. Fig. 9 presents the results of
additional investigations with the baseline methods using 8 and
16 views.

3) Effectiveness in Handling 3D ICF Objects: Beyond the
results comparison with the baseline method, we further inves-
tigated the performance of Swap-Net on the whole dynamic
3D volume. Fig. 10 illustrates the performance of Swap-Net
across different slices in a whole 3D object volume. For each
slice, we show the side-to-side (top versus bottom) comparison
between the results of Swap-Net and the corresponding ground
truth. Using only 4 projection views, Swap-Net successfully
reconstructed not only the sharp edges but also central details,
matching well with the ground truth. The consistent success of
Swap-Net on different slices suggests that it can work across
the 3D volume, highlighting its effectiveness and adaptability.
Fig. 11 additionally shows the visual performance of Swap-Net
for different deformation stages of an object. Swap-Net’s ability
to preserve fine details and maintain sharp edges in our ICF
dataset demonstrates its effectiveness in capturing key features
of simulated ICF data and, by extension, its potential applica-
bility to experimental ICF data.

E. Additional Study

1) Benefits of Axes-Swapping Operations: To highlight the
contribution of Swap-Net’s axes-swapping operation, we per-
formed an additional study to examine its influence. First, we
investigated a Non-Swap-Net network identical to the Swap-
Net but without the axes-swapping operations. Comparing to
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Fig. 9. Visual evaluation of Swap-Net on an exemplar ICF double shell test simulation with 8 and 16 projections views under AWGN and non-ideal physics
including blur and scatter and non-white noise (labeled as Scatter) corruptions. Each row shows the middle slice of the whole 3D object along z, y and x axes,
respectively. The bottom-left corner of each image provides the SNR and SSIM values with respect to the ground truth. Note the consistently good performance
of Swap-Net for different projection views and noise corruptions.

Fig. 10. Visual evaluation of Swap-Net across different slices on an exemplar ICF double shell test simulation with 4 projection views under AWGN corruption.
Each row shows different slices of the whole 3D object along z, y and x axes, respectively. In each row, the images to the top of the dashed line are the reconstructed
images from Swap-Net, while the images to the bottom are ground truth. The top-middle part of each image provides the SNR and SSIM values with respect to the
ground truth. Arrows in the plots highlight sharp edge regions that are well reconstructed using Swap-Net. Note the consistently good performance of Swap-Net
across different slices of a 3D object.
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Fig. 11. Visual evaluation of Swap-Net on different exemplar ICF double shell test simulations with 4 projection views under AWGN corruption. Each row
shows different stage of an exploding 3D object along z, y and x axes, respectively. In each row, the images above the dashed line are the images reconstructed
from Swap-Net, while the images below are the ground truth. The top-middle part of each image provides the SNR and SSIM values with respect to the ground
truth. Arrows in the plots highlight sharp edge regions that are well reconstructed using Swap-Net. Swap-Net had consistently good performance across different
deformation stages of dynamic 3D ICF objects.

Fig. 12. Quantitative and visual evaluation of Swap-Net variants with different axes-swapping settings on an exemplar ICF double shell test simulation with 4
projection views under AWGN corruption. The middle slice of the whole 3D object along z axis is plotted. The bottom-left corner of each image provides the SNR
and SSIM values, and 2× zoomed-in region. Arrows in the zoomed-in plots highlight sharp edges that are well reconstructed using Swap-Net with swapping order
x-y-z. Note the the improvement from non-Swap-Net to Swap-Net variants, and the the influence of the order of axes-swapping operations in the reconstruction.

Non-Swap-Net helps to illustrate improvements due to axes-
swapping operations. We also tested Swap-Net with different
axes-swapping orders. Given that z is the CBCT axis around
which the X-ray sources and detectors were placed, we checked
the the following axes-swapping orders: (a) z-x-y, (b) x-z-y,
and (c) x-y-z, namely putting the convolution in the xy plane in
the beginning, middle, and end of the Swap-Net pipeline. Order
(c) x-y-z is the strategy adopted in our paper. Fig. 12 presents
the reconstruction performance of those Swap-Net variants; it
shows z-axis slices (similar results were observed for images
along x and y axes and therefore were omitted here). Clearly,
Non-Swap-Net gave the worst results with obvious artifacts, and

Swap-Net with axes-swapping orders of z-x-y and x-z-y did
not perform as well as the x-y-z order. We hypothesize this is
because the relative worse FBP reconstruction along the z axis
makes the learning in xy plane more challenging, so putting the
convolution in xy plane at the end of the Swap-Net pipeline
allows it to exploit the intermediate object reconstruction.

2) Benefits of the Cascading Architecture: As defined in (7),
Swap-Net employs a cascading architecture where the output
from each reconstruction stage serves as the input for the next
stage. This cascading structure enables the optimization of the
final output in a block-by-block manner. To highlight the ad-
vantages of this cascading design, we investigated a parallel
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TABLE II
COMPARISON EVALUATION OF SWAP-NET WITH PARALLEL AND CASCADING

ARCHITECTURE AVERAGED OVER THE TEST DATASET FOR 4 PROJECTION

VIEWS UNDER AWGN CORRUPTION

TABLE III
QUANTITATIVE EVALUATION OF SWAP-NET ON THE WALNUT TEST DATASET

FOR DIFFERENT PROJECTION VIEWS

workflow, defined as:

x̂← (Bθ1(A†y;x) + Bθ2(A†y; y) + Bθ3(A†y; z))/3 .
(13)

Here, three blocks, Bθ1 , Bθ2 , and Bθ3 , share the same architec-
ture as the blocks in Swap-Net but take the same input A†y and
operate convolutions for each axis independently in a parallel
manner. The final reconstruction, x̂, is obtained by averaging
the outputs from each block. We refer to this architecture as
Parallel-Net and summarized its performance comparison with
Swap-Net in Table II. The results show that Swap-Net signif-
icantly outperformed this parallel variant, demonstrating the
benefits of its cascading architecture.

3) Additional Evaluation on the Walnut Dataset: To demon-
strate the practical applicability of our method beyond the
limited-view ICF application, we incorporated additional views
and conducted experiments on the public Walnut dataset [69].
We scaled the 42 walnut volumes to a size of 256× 256× 256
and split them into 90% for training and 10% for testing.
We experimented with the CBCT geometry setup used in our
ICF experiments, where the 2D projections had dimensions of
200× 200 with a resolution of 2500× 2500μm2, correspond-
ing to a detector size of 50× 50 cm2. We performed CBCT
reconstruction using 32, 48, and 64 views. The testing results
are summarized in Table III and an exemplar result of 64 views
is shown in Fig. 13. These experiment further validate that
Swap-Net is a robust and broadly applicable method for 3D
object reconstruction.

4) Additional Comparison With Other Network Architec-
tures: Given the wide range of 2D network variants available
for CT reconstruction [70], [71], we selected the classical
U-Net as a representative 2D network due to its popularity and
well-documented strong performance. We further adopted the
RED-CNN architecture from the related CT work [71] as an
2D baseline for additional comparison. The results, summarized
in Table IV, show that RED-CNN fell short compared to our
method.

5) Robustness Under Distribution Shifts: We have also con-
ducted experiments to evaluate the robustness of our method
under distribution shifts. Specifically, we trained our model on

Fig. 13. An exemplar reconstruction from the Walnut dataset to demonstrate
the practical applicability of our method beyond the sparse-view ICF application.
SNR values computed over the full 3D walnut volumes are reported for each
method.

TABLE IV
QUANTITATIVE EVALUATION OF SWAP-NET AND BASELINE METHODS

RED-CNN AVERAGED OVER THE TEST DATASET FOR 4 PROJECTION VIEWS

UNDER AWGN CORRUPTION

TABLE V
THE ROBUST PERFORMANCE OF SWAP-NET UNDER DISTRIBUTION SHIFTS

BETWEEN TRAINING AND TESTING DATA

AWGN corruption at 40 dB and tested it with AWGN at 35 dB
and 45 dB, simulating scenarios where the testing conditions
are better or worse than the training ones. Similarly, we trained
our model with medium scatter and tested it on low and high
scatter levels (where the low and high scatter levels correspond
to 0.8 and 1.2 times the training non-ideal blur and scatter
and photon noise corruption level, respectively). The results,
summarized in Table V, show that although the performance
of our method fluctuated when the testing conditions differed
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Fig. 14. Visual evaluation of Swap-Net on an exemplar ICF double shell test simulation with 4 projection views when a “perfect” scatter correction is applied to
the baseline methods. Swap-Net with and without scatter correction are shown in column 4 and 5, respectively. Each row shows the middle slice of the whole 3D
object along z, y and x axes, respectively. The bottom part of each image provides the SNR and SSIM values and representative 2× zoomed-in regions and their
error maps with respect to the ground truth. Arrows in the zoomed-in plots highlight sharp edges that are well reconstructed using Swap-Net. Note the superior
quantitative and qualitative performance of Swap-Net even when baseline methods benefit from “perfect” motion correction.

from the training conditions, it remained within a reasonable
range. This demonstrates that our method is capable of handling
potential mismatches between training and testing deployments.
Given that it is common practice to train and deploy models
under similar data distributions, we expect Swap-Net to deliver
robust performance in the presence of reasonable mismatches
between training and testing distributions.

6) Capability of Reconstruction With Artifact Correction: To
further validate the performance of our method in reconstruction
with artifact correction, we conducted experiments without the
non-ideal blur and scatter and photon noise, simulating a “per-
fect” artifact correction process before applying the baseline
methods, FBP and TV. The results, presented in Fig. 14, show
that FBP and TV (columns 2 and 3) incorporated correction
for the non-ideal blur and scatter and photon noise, while our
Swap-Net (column 5) did not. As a comparison, Swap-Net with
the artifact correction was also plotted in the figure (column 4).
Notably, Swap-Net still outperformed these baseline methods,
even when they benefit from “perfect” artifact correction. This
result demonstrates the joint reconstruction and artifact correc-
tion performance of our approach.

7) Integration With the Model-Based Reconstruction: As a
model-free method, Swap-Net can be directly applied without
requiring knowledge of the imaging model. Benefiting from
its memory-efficient design, Swap-Net can also be used in
deep model-based reconstruction frameworks when the infor-
mation of the forward model A is provided. For example, deep

unfolding (DU) is such a DMBA paradigm that was widely
adopted in solving inverse problems due to its ability to provide
a systematic connection between iterative algorithms and deep
neural network architectures [72], [73], [74], [75]. We consider
the following DU algorithm

xk ← Rθ

(
xk−1 − γ∇g(xk−1)

)
, (14)

where ∇g is the gradient of the data-fidelity term in (3), γ > 0
is the step size, and Rθ is a deep network module. This DU
frameworks unroll the play-and-play priors (PnP) algorithm [76]
and can be trained with fixed number of iterations in a super-
vised fashion. By using Swap-Net as Rθ and jointly training it
with the measurement model, DU leads to an 3D model-based
reconstruction method for the given CBCT inverse problem. To
evaluate this capability, we ran the DU framework described
in (14) with Swap-Net by setting the unfolding iteration k = 4
and stepsizeγ = 0.005 . We have also conducted the comparison
with the PnP-BM3D approach, a method that uses BM3D [77]
as a denoiser within the PnP framework. Our results showed
that PnP-BM3D performed similarly to the TV methods within
1 dB difference in terms of SNR, while Swap-Net and its DU
variant led to superior performance. Fig. 15 shows an exem-
plar testing result of this Swap-Net-empowered DU model.
We notice that though improved, incorporating the imaging
model did not significantly enhance reconstruction performance.
We hypothesize that this is due to the limitations imposed by
ultra-sparse measurements as well as the imperfect imaging
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Fig. 15. Visual evaluation of Swap-Net and DU on an exemplar ICF double
shell test simulation with 4 projection views under AWGN corruption. The
middle slice of 3D object along z axis is plotted as an example. The bottom part
of each image provides the SNR and SSIM values. The performance of Swap-Net
was slightly improved when combined with the imaging forward model in the
DU framework.

model, which restrict the contribution of the data consistency.
This highlights its effectiveness as a standalone deep learning-
based solution, particularly valuable for memory-efficient and
model-agnostic applications in computational imaging. Conse-
quently, Swap-Net is poised to make a significant impact across
various physics domains, including material science investiga-
tions at the Advanced Photon Source and numerous national
security applications within the Department of Energy (DOE)
complex.

V. CONCLUSION

This paper presents a memory-efficient 2.5D network, namely
Swap-Net, for handling 3D image reconstruction problems like
sparse-view CBCT. The major challenge in this problem is to
reconstruct high-quality 3D images efficiently and accurately
when only a limited number of projections and training data
are available, and when complicated corruptions are presented.
Swap-Net uses a novel axes-swapping operation that allows
for sequential convolution along all three dimension of a 3D
object. We optimized the network weights by minimizing the
loss between the output of the Swap-Net and the ground-truth
3D images on the training dataset using FBP reconstruction
as inputs. We demonstrated the enhanced performance of our
method on sparse-view 3D CBCT image reconstruction relative
to model-based regularization (such as TV), 2D, and 3D CNNs
under both AWGN and non-ideal physics including blur and
scatter and photon noise corruptions. Our extensive validation
elaborated the potential of Swap-Net on producing high-quality
images from artifact-corrupted measurements. As demonstrated
by our comprehensive evaluation, although this paper focuses on
CBCT reconstruction and ICF application, our network can be
extended to other 3D imaging applications.

In conclusion, our method exploits the lower computational
cost of 2D convolution while bridging the gap to 3D convolution
via axes-swapping operations, thereby offering a computation-
ally efficient strategy for handling memory-demanding 3D re-
constructions. Its simple yet effective design makes it practically
appealing. Although Swap-Net generally improves reconstruc-
tion quality for the ICF capsule—particularly in capturing sharp
edges—we acknowledge its limitations in recovering fine details
within the central region, underscoring the challenges posed by

extreme sparse-view measurements and limited data. Further
improvement may be possible by increasing the depth of each
convolution block in Swap-Net. This work kept the channel
dimension to be the same value for all Swap-Net blocks for
simplicity; future work could optimize the feature dimensions. It
could also be interesting to explore connections between Swap-
Net and tensor decomposition methods, e.g., [78]. Applying
Swap-Net to other imaging tasks is planned in the future.
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