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14.1 Introduction (s,ox,intro)s,ox,intro

Many of the algorithms described in this book were either derived originally using the optimization transfer principle,
or can be explained retrospectively using that principle. The concept of optimization transfer is very useful for deriving
algorithms that monotonically decrease the cost function. In particular, the optimization transfer approach facilitates
the design of algorithms that are tailored to specific types of cost functions of interest, in contrast to the “one size fits
all” approach of general-purpose optimization methods such as gradient descent. The optimization transfer approach
also accommodates easily constraints such as nonnegativity.

This chapter first describes optimization transfer methods in general. Then we describe the expectation maximiza-
tion (EM) method and its generalizations, which are special cases of the optimization transfer approach. Probably
the most commonly used optimization transfer methods are those based on quadratic majorizers, particularly separa-
ble quadratic surrogates, so this chapter emphasizes these methods. For convergence theory of optimization transfer
methods, see [1, 2].

14.1.1 History
The history of optimization transfer methods is somewhat diffuse. See [3] for a discussion paper with considerable
debate about this topic! The classic text by Ortega and Rheinbolt described briefly a “majorization principle” in the
limited context of 1D line searches [4, p. 253]. Huber [5, p. 184] referred to a “comparison function” in the context
of an algorithm for robust linear regression (see §14.3.1.2). The EM family of methods [6] uses a statistical form of
optimization transfer (see §14.9). In some areas of statistics, the approach has been called iterative majorization [7,
8]. In the context of imaging and inverse problems, the utility of optimization transfer was clearly demonstrated in the
relatively recent work of De Pierro [9–12], with extensions by Lange [13–16] and others [17–20]. (For a nice tutorial,
see [21], in which the term MM algorithm is advocated, meaning “majorize, minimize” or “minorize, maximize.”)
An entire book on this topic is [22]. Such methods have also been applied to computer vision problems such as
deformable models, e.g., [23]. Allain et al. [24] cite a 1937 paper by Weiszfeld [25, 26] as an early example of
majorization. Regardless of who was first, the principles are very useful and form the foundation for many algorithms.

14.1.2 Optimization transfer principle
Fig. 14.1.1 illustrates the basic idea of optimization transfer. When faced with a cost function Ψ : X ⊂ Rnp → R
that is difficult to minimize, at the nth iteration we replace Ψ with a surrogate function or majorizer φ(n)(x) that is
easier to minimize. (Usually φ(n) will depend on x(n), but we leave this dependence implicit.) Usually, minimizing
φ(n) will not yield the global minimizer x̂ of Ψ in one step, so we must repeat the process. We alternate between the
“S-step:” choosing a surrogate function φ(n), and the “M-step:” finding the minimizer of φ(n). This approach can be
summarized in general as follows1.

Optimization transfer or MM method

S-step (majorize): choose a surrogate φ(n) satisfying (14.1.2) below

M-step (minimize): x(n+1) , arg min
x∈X

φ(n)(x) . (14.1.1)
e,ox,alg

The minimization step2 is restricted to the valid parameter space (e.g., x � 0 for problems with nonnegative con-
straints). If we choose the surrogate functions and initializer x(0) appropriately, then the sequence {x(n)} is well
defined and should converge to a minimizer x̂ eventually (see §14.5) under suitable regularity conditions.

The family of proximal point methods e.g., [27] [28, p. 270] [29], could also be considered to be optimiza-
tion transfer methods, although the surrogate functions used in some proximal point literature are often less easily
optimized than the types of surrogates used in the optimization transfer literature.

Fig. 14.1.1 does not do full justice to the problem, because 1D functions are usually fairly easy to minimize. The
optimization transfer principle is particularly compelling for problems where the dimension of x is large, such as in
inverse problems like tomography. Fig. 14.1.2 shows an example of a cost function and a quadratic surrogate function
where np = 2.

1 In his colorful discussion of [3], Meng proposed calling this the SM method, essentially as an acronym for “surrogate substitution / minimiza-
tion.”

2 If the surrogate φ(n) has multiple minimizers, then the “argmin” in the minimization step (14.1.1) should be interpreted as giving any of those
minimizers, i.e., x(n+1) ∈ arg minx φ

(n)(x) .

https://creativecommons.org/licenses/by-nc-nd/4.0/
http://en.wikipedia.org/wiki/Gradient_descent
http://en.wikipedia.org/wiki/Expectation\T1\textendash maximization_algorithm
http://en.wikipedia.org/wiki/Expectation\T1\textendash maximization_algorithm
http://en.wikipedia.org/wiki/MM_algorithm
http://en.wikipedia.org/wiki/Proximal_gradient_method
http://en.wikipedia.org/wiki/Inverse_problem
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Figure 14.1.1: Illustration of a surrogate function φ(n)(x) for optimization transfer in 1D.
fig_ox_surr_1d_min

Figure 14.1.2: Illustration of a cost function Ψ and a quadratic surrogate function φ(n) for np = 2.
fig_ox_surr_2d_min
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14.1.3 Monotonicity
If we choose surrogate functions3 that satisfy the following condition

Ψ(x(n))−Ψ(x) ≥ φ(n)(x(n))−φ(n)(x), ∀x,x(n) ∈ X , (14.1.2)
e,ox,mono

then one can see immediately that the update (14.1.1) will monotonically decrease Ψ as in (11.1.9). Readers familiar
with EM methods (§14.9) will recognize that the above approach is a natural generalization.

The various algorithms described in the sections that follow are all based on different choices of the surrogate
function φ(n), and on different procedures for the minimization in (14.1.1).

To ensure monotonicity, it is not essential to find the exact minimizer in (14.1.1). It suffices to find a value
x(n+1) ∈ X such that φ(n)

(
x(n+1)

)
≤ φ(n)(x(n)), because that alone will ensure that Ψ

(
x(n+1)

)
≤ Ψ(x(n)) by

(14.1.2). However, such incomplete minimization in the M-step complicates convergence analysis [31].
Rather than working directly with the monotonicity condition (14.1.2), all the surrogate functions we present are

designed to satisfy the following surrogate conditions:

φ(n)(x(n)) = Ψ(x(n)) “matched Ψ value” (14.1.3)
φ(n)(x) ≥ Ψ(x), ∀x ∈ X “lies above”. (14.1.4)

e,ox,sur

Any surrogate function that satisfies these conditions will satisfy (14.1.2). The conditions (14.1.4) are sometimes
called majorization conditions. When Ψ and φ(n) are differentiable, one can show that the following “matched
tangent” condition holds for x(n) in the interior of X (see Problem 14.2) due to (14.1.4):

∇x φ(n)(x)
∣∣∣
x=x(n)

= ∇Ψ(x)
∣∣∣
x=x(n)

. (14.1.5)
e,ox,sur,tangent

Fig. 14.1.3 illustrates why consideration of the interior is needed.

Ψ(x)

x

φ(n)(x)

Figure 14.1.3: Illustration of a majorizing surrogate function φ(n)(x) on [0,∞) that does not satisfy (14.1.5).
fig_ox_surr_grad

All of the optimization transfer methods considered in this book have surrogate functions that satisfy (14.1.2).
However, it is interesting to consider that (14.1.2) is unnecessarily restrictive. Any sensible optimization transfer
method will always find x(n+1) that decreases φ(n), so the condition “∀x,x(n)” in (14.1.2) could be relaxed to

∀x ∈ {x : φ(n)(x) ≤ φ(n)(x(n))} .

Equivalently, one could simply define φ(n) to be equal to Ψ outside of this set. This generalization could lead to faster
converging algorithms because it enlarges the space of admissible surrogates.

The convergence results in Chapter 14 apply broadly to algorithms based on the optimization transfer principle,
thanks to the monotonicity property.

14.1.4 Optimization transfer versus augmentation
A close cousin of the optimization transfer approach is the method of augmentation [3, 32, 33], in which one finds a
function Φ for which

Ψ(x) = min
z∈Z

Φ(x, z),

3 The term surrogate function has also been used to describe mere approximations to the cost function [30]. Here we use the term only when
describing functions that satisfy (14.1.2) or (14.1.4)

https://creativecommons.org/licenses/by-nc-nd/4.0/
http://en.wikipedia.org/wiki/Interior_(topology)
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where Z need not be Rnp . When such a construction is available, a natural minimization approach is the following
“block relaxation” method

z(n) = arg min
z∈Z

Φ(x(n), z)

x(n+1) = arg min
x∈X

Φ(x, z(n)). (14.1.6)
e,ox,augmentation

If φ(n)(x) = φ(x;x(n)) is a surrogate for Ψ, then by (14.1.4): Ψ(x) = minx̄∈X φ(x; x̄), so Φ = φ provides
an augmentation method with Z = Rnp . Because Z need not be Rnp for a general augmentation method, the
above references have concluded that augmentation is more general than optimization transfer. However, if Φ is any
augmentation function, then we can define the following surrogate function

φ(n)(x) , Φ

(
x, arg min

z∈Z
Φ(x(n), z)

)
,

so the two approaches are equivalent.

14.1.5 Asymptotic convergence rate (s,ox,rate)s,ox,rate

Postponing the analysis of convergence until §14.5, we presume convergence here and consider the convergence rate.
For iterative algorithms based on the optimization transfer principle, we can discuss the convergence rate qualitatively
by considering Figs. 14.1.1 and 14.1.2. If the surrogate function φ(n) has low curvature, then it appears as a “broad”
graph in Figs. 14.1.1 and 14.1.2, so the algorithm can take large steps (

∥∥x(n+1) − x(n)
∥∥ can be large) so {x(n)} should

approach a minimizer quickly. Conversely, if the surrogate function has high curvature, then it appears as a “skinny”
graph, the steps are small, slowing convergence. In general we would like to find low-curvature surrogate functions,
with the caveat that we want to maintain the majorization condition φ(n) ≥ Ψ to ensure monotonicity [34]. And of
course we would also like the surrogate φ(n) to be easy to minimize for (14.1.1). Unfortunately, the criteria “low
curvature” and “easy to minimize” are often incompatible, so we must compromise. This trade-off will be a recurring
theme throughout this book .

To analyze the asymptotic convergence rate of a general optimization transfer method (14.1.1), we consider
the usual case where φ(n)(·) = φ(·,x(n)) for every iteration, i.e., the dependence on iteration is only through x(n),
as opposed to the more complicated case where the form of the surrogate function φ also changes with iteration n.
Assuming that φ(n) is twice differentiable, consider the following second-order Taylor expansion of φ(n) about x(n):

φ(n)(x) ≈ φ(n)(x(n)) +(x− x(n))′∇φ(n)(x(n)) +
1

2
(x− x(n))′∇2 φ(n)(x(n))(x− x(n)).

Thus
∇φ(n)(x) ≈ ∇φ(n)(x(n)) +∇2 φ(n)(x(n))(x− x(n)).

Equating this approximation to zero and solving yields the following approximation for the optimization transfer
update (14.1.1):

x(n+1) ≈ x(n) −
[
∇2 φ(n)(x(n))

]−1∇φ(n)(x(n)) . (14.1.7)
e,ox,step1

This approximation should be reasonably accurate near convergence when x(n) is changing relatively little. (Of course
we are ignoring any constraints on the parameter vector x in this analysis.)

To simplify further, we likewise differentiate a second-order Taylor expansion about x̂ of the cost function (cf.
(11.3.11)) yielding

∇Ψ(x(n)) ≈ ∇Ψ(x̂) +∇2 Ψ(x̂)(x(n) − x̂) = ∇2 Ψ(x̂)(x(n) − x̂);

combining with (14.1.5) yields

∇φ(n)(x(n)) = ∇Ψ(x(n)) ≈ ∇2Ψ(x̂)(x(n) − x̂).

Combining with (14.1.7) yields the following approximation:

x(n+1) − x̂ ≈
(
I −

[
∇2 φ(n)(x(n))

]−1∇2Ψ(x̂)
)

(x(n) − x̂). (14.1.8)
e,ox,rate

https://creativecommons.org/licenses/by-nc-nd/4.0/
http://en.wikipedia.org/wiki/Rate_of_convergence
http://en.wikipedia.org/wiki/Rate_of_convergence
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Assuming that ∇2 φ(n)(x) is continuous in both x and x(n), it will converge to some limit ∇2 φ(x̂) as x(n) → x̂. So
the asymptotic convergence rate of an optimization transfer algorithm (as defined by the root convergence factor in
§28.14) is governed by the spectral radius of

I −
[
∇2 φ(x̂)

]−1∇2Ψ(x̂) . (14.1.9)
e,ox,rate,matrix

From this expression, we see that if the curvature of the surrogate function greatly exceeds that of the original cost
function, i.e., if ∇2 φ � ∇2Ψ, then the resulting optimization transfer algorithm will converge very slowly. This
relationship is examined quantitatively in [34] (cf. §15.5.3).

The above arguments can be refined to show local convergence in norm of x(n) to x̂ under various regularity
conditions on Ψ and φ [35].

Using the Loewner partial order properties of positive semi-definite matrices (cf. §27.2.2), one can show that
if 0 ≺ ∇2Ψ � ∇2 φ, then 0 ≺

[
∇2 φ

]−1/2 (∇2Ψ
) [
∇2 φ

]−1/2 � I, so the eigenvalues of[
∇2 φ

]−1/2 (∇2Ψ
) [
∇2 φ

]−1/2
lie in the interval (0, 1] and thus by (27.1.1) so do the eigenvalues of

[
∇2 φ

]−1 (∇2Ψ
)
.

Thus the eigenvalues of (14.1.9) lie in the interval [0, 1) so its spectral radius is less than unity:

ρ
(
I −

[
∇2 φ(x̂)

]−1∇2Ψ(x̂)
)
< 1. (14.1.10)

e,ox,rate,rho<1

14.2 Surrogate minimization methods (s,ox,min)
s,ox,min

After one chooses a surrogate function φ(n), the next step is to minimize it per (14.1.1). For some choices of surrogates,
the M-step is trivial because there is an easily implemented expression for x(n+1). For other choices, there may not
be a closed-form expression for the minimizer x(n+1), so an iterative approach to the M-step would seem necessary,
and in principle any of the general-purpose minimization methods of Chapter 11 could be applied. However, because
φ(n) is only a surrogate for the actual cost function Ψ, it may be inefficient to try to minimize precisely the surrogate
for the M-step. It may be more reasonable to simply descend φ(n), perhaps using just one iteration of some iterative
minimization method, and then to find a new surrogate. The remainder of this section summarizes a few strategies.

14.2.1 Nested surrogates
If the initial surrogate φ(n) is too difficult to minimize directly, then in many cases one can find a second surrogate
φ(n)

2 that is a surrogate for φ(n), i.e., that satisfies the following conditions which are analogous to (14.1.4):

φ(n)

2 (x(n)) = φ(n)(x(n))

φ(n)

2 (x) ≥ φ(n)(x) .

These conditions ensure that if we minimize (or simply decrease) φ(n)

2 , then φ(n) will decrease, and hence the cost
function Ψ will also monotonically decrease. Several of the algorithms in this book for complicated cost functions use
such nested surrogate functions.

14.2.2 One Newton step for the surrogate
Rather than iteratively minimizing the surrogate function, a simple approach would be to apply one step of Newton’s
method to the surrogate, assuming that φ(n) is twice differentiable. This leads to the following update:

x(n+1) = x(n) −
[
∇2 φ(n)(x(n))

]−1∇Ψ(x(n)) . (14.2.1)
e,ox,min,newton

In general this approach is not guaranteed to be monotonic. Interestingly, despite the “incomplete” minimization, this
method has the same asymptotic convergence rate as analyzed in §14.1.5 [16, p. 146].

For nonseparable surrogate functions, the above method would be implemented in practice by the update x(n+1) =
x(n) − δ(n), where δ(n) is the solution (or an approximate solution) to the linear system of equations:[

∇2 φ(n)(x(n))
]
δ(n) = ∇Ψ(x(n)) .

For imaging problems, it is usually very expensive to solve this system of equations unless the surrogate is separable
(in which case its Hessian is diagonal).

https://creativecommons.org/licenses/by-nc-nd/4.0/
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If the majorizer φ(n) is quadratic and strictly convex, then (14.2.1) provides the exact minimizer of φ(n). In
particular, if the Hessian of φ(n) is LI , where L denotes the Lipschitz constant of∇Ψ, then (14.2.1) simplifies to

x(n+1) = x(n) − 1

L
∇Ψ(x(n)),

which is exactly the gradient descent (GD) method described in §11.3. Optimization transfer methods generalize GD
methods by allowing other majorizers.

14.2.3 Surrogate minimization by quasi-Newton
If the surrogate is separable, so its Hessian is diagonal, then the update (14.2.1) will converge slowly when the surrogate
Hessian poorly approximates the Hessian of Ψ. Convergence can be accelerated by applying a quasi-Newton update
to form an improved Hessian approximation using the Hessian of the surrogate as a starting point [16, p. 148] [36,
37]. This acceleration method could be useful in imaging problems where constraints such as nonnegativity are
unimportant.

14.2.4 Surrogate preconditioned steepest descents,ox,min,psd

The M-step (14.1.1) is a np-dimensional minimization problem. If this is impractical, then an alternative is to define a
search direction based on the gradient of the cost function (assuming it is differentiable), and then search for the mini-
mizer of the surrogate function φ(n) in that direction. More generally, we can apply a positive definite preconditioning
matrix to gradient to define the search direction:

d(n) = −P ∇Ψ(x(n)) . (14.2.2)
e,ox,min,psd,dirn

We then perform a 1D search in that direction as follows (cf. §11.5):

αn = arg min
α

φ(n)(x(n) + αd(n)), (14.2.3)
e,ox,min,psd,alfn

leading to the following update
x(n+1) = x(n) + αnd

(n).

Because φ(n) decreases, this process ensures that Ψ also decreases. This approach is reasonable in cases where 1D
minimization of the cost function would be expensive yet 1D minimization of the surrogate function can be performed
analytically, such as for quadratic surrogates. (See §14.5.4.)

14.2.5 Surrogate minimization by preconditioned “conjugate” gradientss,ox,min,pcg

As described in §11.8, the preconditioned gradient vector (14.2.2) is a somewhat inefficient choice of search direction.
Following §11.8, it is natural to try to modify the search directions to ensure that they are approximately conjugate.
However, there is a subtlety here because the line search (14.2.3) minimizes the surrogate rather than the original cost
function. To apply the Polak-Ribiere form of the PCG method, from (11.8.2), we would choose the following search
direction

d(n) = −P g(n) +γnd
(n−1),

where from (11.8.7)

γn ≈
〈P g(n), g(n)− g(n−1)〉
〈P g(n−1), g(n−1)〉

.

See §14.5 for an example.

14.2.6 Multiple search direction methods
As discussed in §11.8, CG methods with multiple search directions have been investigated [38–40]. Likewise, one can
use multiple search directions for the minimization step in an MM method [41]. LetD(n) ∈ Cnp×R denote a set of R
search direction vectors, then the multidimensional generalization of (14.2.3) is

x(n+1) = x(n) +D(n)αn, αn = arg min
α∈CR

φ(n)(x(n) +D(n)α) . (14.2.4)
e,ox,min,3mg

https://creativecommons.org/licenses/by-nc-nd/4.0/
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The choice D(n) =
[
−∇Ψ(x(n)),x(n) − x(n−1)

]
is particularly effective and reduces to CG when Ψ is quadratic

and φ(n) = Ψ [41]. That approach is called the MM memory gradient method. When φ(n) is quadratic, there is
a closed-form solution for αn and an efficient recursive implementation [41]. However the method does not easily
accommodate constraints like nonnegativity.

14.2.7 Acceleration methods
An alternative PCG approach is to first compute the minimizer x(n+1) of the surrogate, and then consider d(n) =
x(n+1)−x(n) as a search direction, and then perform a line-search for Ψ along that direction by minα Ψ(x(n) + αd(n))
[42]. This approach was found to be useful in some statistical applications, but has not been investigated for imaging
problems to my knowledge.

A variety of other acceleration methods for the EM algorithm have been proposed e.g., [37]. Virtually all such
methods could also be applied in the more general context of optimization transfer. However, most such methods do not
allow for parameter constraints, and many of the methods destroy the intrinsic monotonicity property of optimization
transfer, thus losing one of its primary practical benefits.

14.3 Surrogate design for general cost functions (s,ox,design)
s,ox,design

Although the optimization transfer method (14.1.1) has some desirable properties such as monotonicity, it can hardly
be described as an “algorithm” because the first step requires the algorithm designer to choose surrogate functions
that satisfy (14.1.2), and this choice is something of an art. This section summarizes some tools that may be helpful
in designing surrogates. In some applications we use more than one of these tools in a sequence, i.e., we find a first
surrogate φ1 for Ψ, and then find a surrogate φ2 for φ1, etc.

The methods described here are not exhaustive. See the discussion paper by Lange et al. [3] for further examples.

14.3.1 Surrogates for twice-differentiable cost functions (s,ox,design2)s,ox,design2

One consideration in the design of surrogate functions is how differentiable the cost function Ψ is. We consider first
the case where Ψ is continuously twice differentiable.

14.3.1.1 Convex surrogates

In some applications the cost function Ψ(x) is not convex, so often a natural first step is to find a surrogate function
that is convex, in hopes of simplifying the M-step. For a twice differentiable function Ψ(x), its 2nd-order Taylor
series expansion (28.8.4) about the current estimate x(n) is

Ψ(x) = Ψ(x(n)) +(x− x(n))′∇Ψ(x(n))

+ (x− x(n))′
[∫ 1

0

(1− α)∇2Ψ(αx+ (1− α)x(n)) dα

]
(x− x(n)).

To construct a convex surrogate, it is sufficient to first find a (matrix) function J : Rnp → Rnp×np that satisfies the
following conditions:

J(x) � ∇2Ψ(x), ∀x (14.3.1)
e,ox,surr,majorize

J(x) � 0, ∀x, (14.3.2)
e,ox,surr,J,geq,0

where the inequalities are interpreted in the matrix sense (see §27). For example, one choice would be

J(x) =

 ∇
2Ψ(x), ∇2Ψ(x) � 0

0, ∇2Ψ(x) ≺ 0
V (x) diag{max {λj(x), 0}}V ′(x) otherwise,

(14.3.3)
e,ox,J,max0

where V (x) denotes the matrix of (orthonormal) eigenvectors of ∇2Ψ(x), and λj(x) denotes the jth corresponding
eigenvalue. Having found such a J , define the following function:

φ(n)(x) , Ψ(x(n)) +(x− x(n))′∇Ψ(x(n))

https://creativecommons.org/licenses/by-nc-nd/4.0/
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+ (x− x(n))′
[∫ 1

0

(1− α)J(αx+ (1− α)x(n)) dα

]
(x− x(n)). (14.3.4)

e,ox,surr,convex

It follows from (14.3.1) that this function majorizes Ψ(x), i.e., it satisfies (14.1.4). Therefore φ(n) is indeed a surrogate
for Ψ(x). Furthermore, ∇2 φ(n)(x) = J(x) by construction (cf. (28.8.4)), so the condition (14.3.2) ensures that φ(n)

is convex (cf. §28.9). The utility of this convex surrogate function depends in part on how easily one can perform the
integral in (14.3.4). (It may not always be essential to perform that integral. For example, if one were to apply the
Newton-Raphson method to φ(n) for the M-step, then the integral is not needed. However, Newton-Raphson is not
guaranteed to be monotonic, so its use would seem to defeat the motivation for using optimization transfer in the first
place.) Fortunately, in many cases we can avoid the integral (14.3.4) by finding Hessians J that are independent of x,
as described next.

14.3.1.2 Huber’s algorithm for quadratic surrogates (s,ox,huber)s,ox,huber

In several of the applications considered later in this book , it is possible to find quadratic surrogate functions φ(n) that
satisfy the monotonicity condition (14.1.2), or equivalently (14.1.4). In particular, if the J in (14.3.4) is independent
of x (but possibly dependent on x(n)), then φ(n) is a quadratic surrogate, and (14.3.4) simplifies to the following
form:

φ(n)(x) = Ψ(x(n)) +(x− x(n))′∇Ψ(x(n)) +
1

2
(x− x(n))′Jn(x− x(n)), (14.3.5)

e,ox,quad

where Jn = Jn(x(n)) , ∇2 φ(n) is the Hessian of the surrogate φ(n). Quadratic forms are particularly appealing as
surrogate functions because there is a simple closed form solution for the M-step (14.1.1) in the absence of constraints.
In many optimization papers [43], a quadratic surrogate of the form (14.3.5) is called a linearization of the cost
function Ψ, even though (14.3.5) is quadratic, not linear.

Huber considered this type of algorithm [5] in the context of robust linear regression, and proposed the following
iteration that follows logically from substituting (14.3.5) into (14.1.1).

x(n+1) = x(n) − [∇2 φ(n)]−1∇Ψ(x(n)) . (14.3.6)
e,ox,huber

If the quadratic surrogate φ(n) in (14.3.5) satisfies the majorization condition (14.1.4), then Huber’s algorithm will
monotonically decrease Ψ.

It is interesting that Huber’s algorithm is monotone yet Newton’s method (11.4.3) is not, even though their general
forms are fairly similar. Replacing the Hessian of Ψ in (11.4.3) with the Hessian of φ(n) in (14.3.6) leads essentially to
a “step size” that is sufficiently small to ensure monotonicity. Furthermore, Newton’s method requires the cost func-
tion Ψ to be twice differentiable, whereas Huber’s algorithm (14.3.6) need not, as seen from the sufficient condition
(14.3.10) below.

Unfortunately, for imaging problems, if φ(n) is nonseparable then Huber’s algorithm is impractical due to the
size of the required matrix inverse. It also does not accommodate the nonnegativity constraint. However, by using a
separable quadratic surrogate φ(n), we overcome both of these limitations; see §14.5.7, §15.6.5, §18.7.2, and §19.5.

In some cases one can find a quadratic surrogate function φ(n) having a Hessian matrix J0 = ∇2 φ(n) that is
functionally independent of x(n). Böhning and Lindsay [44] and Huber [5, p. 190] analyzed such problems, noting
that an advantage of such a surrogate is that one can precompute J−1

0 (if storage permits) thereby avoiding new matrix
inversions each iteration. In particular, if one can find a “maximal curvature” matrix J0 satisfying (14.3.1) and (14.3.2),
then the quadratic form (14.3.5) with J0 is a valid surrogate, and the following lower bound algorithm of Böhning
and Lindsay will monotonically decrease Ψ and will converge to a stationary point of Ψ if Ψ is bounded below [44,
p. 652]:

x(n+1) = x(n) − J−1
0 ∇Ψ(x(n)) . (14.3.7)

e,ox,bohning

Wright et al. [45] proposed an approach in which J0 is simply constant times the identity matrix I , and the constant
is updated adaptively during the iterations. This is an intriguing approach that avoids having to find J0 analytically
and may converge faster than using a fixed step size.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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14.3.1.3 Existence of quadratic surrogate

In 1D problems we can define J0 , maxx
∂2

∂x2 Ψ(x), and if this J0 is finite then the algorithm (14.3.7) is applicable.
Unfortunately, in higher dimensions we cannot define “maxx∇2Ψ(x)” because there is no ordering for matrices.
However, under a slightly stronger assumption about Ψ we can still show that a J0 exists.

t,ox,exist

Theorem 14.3.1 Assume that Ψ(x) is twice continuously differentiable, and that x lies in a bounded set, i.e., ‖x‖ ≤
c0 for some constant c0. (Such an upper bound can usually be found for imaging problems in practice.) Then J0 = c1I
satisfies (14.3.1) for ‖x‖ ≤ c0, where

c1 , max
x : ‖x‖≤c0

|||∇2Ψ(x) |||Frob,

where ||| · |||Frob denotes the Frobenius norm (27.5.6). (This maximum exists by the Weierstrass theorem [46, p. 40].)
Proof:
For any matrix J :

x′Jx =
∑
j,k

xjx
′
kJjk ≤

√∑
j,k

|Jjk|2
√∑

j,k

|xjxk|2 = |||J |||Frob ‖x‖2

by the Cauchy-Schwarz inequality (27.4.2). Thus, if ‖x‖ ≤ c0, then

x′∇2Ψ(x)x ≤ |||J |||Frob ‖x‖2 ≤ c1 ‖x‖2 ,

so c1I � ∇2Ψ(x) for ‖x‖ ≤ c0. 2

Although this theorem shows that in principle we can find a majorizing J0 of the form c1I , the convergence rate
of (14.3.7) for this choice may be quite slow.

14.3.1.4 Optimal curvature matrices (s,ox,qs,opt)s,ox,qs,opt

When designing a multidimensional quadratic surrogate of the form (14.3.5), one would like to choose its Hessian Jn
“as small as possible” in light of the convergence rate analysis in §14.1.5. A typical approach to designing Jn consists
of the following steps.

1. Select a family of matrices J0 having some desired structure. Typically one will choose matrices that are
relatively easy to invert e.g., diagonal or circulant matrices.

2. Identify a subset of that family that majorizes the cost function, i.e.,

J1 = {Jn ∈ J0 : φ(n)(x;Jn) ≥ Ψ(x),∀x} ,

where φ(n) was defined in (14.3.5).

3. Select a specific Hessian from J1 using a criterion related to convergence rate. For example, based on (14.1.5)
a desirable choice would be

Jn = arg min
J∈J1

ρ
(
I − J−1∇2Ψ(x(n))

)
.

A Hessian Jn chosen by such a method can be called optimal, meaning optimal over J0 with respect to the
selected criterion.

In 1D, optimal quadratic surrogates are known for a variety of potential functions; see e.g., §14.4.4.4. Un-
fortunately, in higher dimensions the above recipe can be quite challenging except perhaps when very simple
structures are assumed, such as J0 = {αI : α ≥ 0} .

14.3.2 Surrogates for once-differentiable cost functions (s,ox,design1)s,ox,design1

We now turn to surrogates for differentiable cost functions that need not be twice differentiable.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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14.3.2.1 Surrogates for concave terms

A large class of cost functions can be written in the form

Ψ(x) = Ψ1(x) + Ψ2(x)

where Ψ2(x) is a concave function [3, 47]. As described in (28.9.9), a concave function satisfies the following
inequality:

Ψ2(x) ≤ Ψ2(x(n)) +(x− x(n))′∇Ψ2(x(n)) .

Thus, the following function will be a valid surrogate for such cost functions:

φ(n)(x) = Ψ1(x) + Ψ2(x(n)) +(x− x(n))′∇Ψ2(x(n)) .

If Ψ1 is convex, then so will be this surrogate.

14.3.2.2 Surrogates for nested concave terms

Some cost functions have the form
Ψ(x) =

∑
k

σk(vk(x)),

where vk : Rnp → R is a convex function and σk : R → R is a differentiable concave function, e.g., [48]. Again
using concavity (28.9.9), we have the inequality

σk(v) ≤ σk(u) + σ̇k(u)(v − u),

so the following function is a surrogate for Ψ:

φ(n)(x) =
∑
k

(σk(vk(x(n))) + σ̇k(vk(x(n))) [vk(x)− vk(x(n))]) ≡
∑
k

σ̇k(vk(x(n)))vk(x).

The surrogate φ(n) is convex because the vk functions are convex by assumption.

14.3.2.3 Gradient-based surrogates

When Ψ(x) is differentiable, its 1st-order Taylor series expansion (28.8.3) is given by

Ψ(x) = Ψ(x(n)) +(x− x(n))′
∫ 1

0

∇Ψ(αx+ (1− α)x(n)) dα .

This form suggests constructing a surrogate function as follows:

φ(n)(x) , Ψ(x(n)) +(x− x(n))′
∫ 1

0

∇φ(n)(αx+ (1− α)x(n)) dα .

This construction will satisfy the “matched value” surrogate condition in (14.1.4) and will also satisfy the majorization
condition in (14.1.4) if

d′ [∇φ(n)(x(n) + d)−∇Ψ(x(n) + d)] ≥ 0, ∀d ∈ Rnp . (14.3.8)
e,ox,graddiff

A simpler 1D version of this condition is described in Lemma 14.4.1. We use this condition to aid the design of
quadratic surrogates described next.

14.3.2.4 Quadratic surrogates

Consider again the quadratic surrogates described by (14.3.5), for which

∇φ(n)(x) = ∇Ψ(x(n)) +Jn [x− x(n)] ,

where Jn is a Hermitian positive-semidefinite matrix that may depend on x(n) but is independent of x. For choosing
Jn, we would like to find alternatives to the sufficient “maximum curvature”condition (14.3.1) while ensuring φ(n) is
a surrogate. Substituting into (14.3.8) and rearranging leads to the following sufficient condition:

d′Jnd ≥ d′ [∇Ψ(x(n) + d)−∇Ψ(x(n))] , ∀d ∈ Rnp . (14.3.9)
e,ox,design1,dJd

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Alternatively, suppose that we can find Jn that satisfies

Jn �
1

‖d‖2
[∇Ψ(x(n) + d)−∇Ψ(x(n))]d′, ∀d 6= 0. (14.3.10)

e,ox,quadhess,outer

Multiplying on the left by d′ and on the right by d shows that (14.3.9) and hence (14.3.8) are satisfied.
Thus, a quadratic function of the form (14.3.5) with a Hessian that satisfies the conditions (14.3.9) or (14.3.10) is

a valid surrogate for Ψ.

14.3.2.5 Relationship between quadratic surrogates and the Lipschitz condition for gradient projection

The gradient projection method considered in Theorem 12.2.1 assumes that the cost function gradient satisfies a
Lipschitz condition of the form (28.8.5), i.e., ‖∇Ψ(x+ d)−∇Ψ(x)‖ ≤ L ‖d‖ . This is essentially a bound on the
curvature of Ψ. Indeed, any cost function that satisfies that condition has a quadratic surrogate of the form (14.3.5)
that satisfies the sufficient condition (14.3.8) for the choice Jn = LI (in which case the surrogate is separable).
To show this, simply apply the Cauchy-Schwarz inequality to the sufficient condition (14.3.9) and then apply the
Lipschitz condition. Several recent papers have assumed Lipschitz conditions and developed algorithms based on
what is essentially separable quadratic surrogates [43].

Further exploration of this interesting connection between the gradient projection algorithm and optimization trans-
fer using quadratic surrogates is an open problem.

14.3.3 Separable surrogates for convex cost functions (s,ox,design0)s,ox,design0

Although convex functions are easier to minimize than non-convex functions, the M-step (14.1.1) can still be chal-
lenging. One possible way to simplify the M-step is to form a separable surrogate function. (Often this technique is
applied to form a separable surrogate function for an initial nonseparable surrogate function.) The next two subsec-
tions each present a method for forming a separable surrogate function, using generalizations of tricks developed by
De Pierro [10, 11].

Interestingly, neither of the two methods described below require Ψ to be differentiable.

14.3.3.1 Separable surrogates for additive updates

To create a surrogate function that leads to an additive update, for the nth iteration, we write the cost function as
follows:

Ψ(x) = Ψ

 np∑
j=1

xjej

 = Ψ

 np∑
j=1

α(n)

j

[
xj − x(n)

j

α(n)

j

ej + x(n)

],
where ej denotes the jth unit vector in Rnp , and α(n)

j denotes any positive coefficients that sum (over j) to unity.
When Ψ is convex (e.g., when we apply this approach to a convex surrogate), we have the following majorization:

Ψ(x) ≤ φ(n)(x) ,
np∑
j=1

α(n)

j Ψ

(
xj − x(n)

j

α(n)

j

ej + x(n)

)
.

(This is a modification of a trick developed by De Pierro [11], cf. (14.5.9).) By this construction, this surrogate
function satisfies the key surrogate conditions (14.1.4). Because φ(n) is separable, the M-step simplifies into np 1D
minimization problems:

x(n+1) = arg min
x

φ(n)(x) ⇐⇒ x(n+1)

j = arg min
xj

Ψ

(
xj − x(n)

j

α(n)

j

ej + x(n)

)
.

There are a variety of 1D minimization algorithms available [49].
This approach is “additive” because it leads to an update of the following form

x(n+1)

j = x(n)

j + α(n)

j arg min
δj

Ψ(δjej + x(n)) . (14.3.11)
e,ox,sep,add

If Ψ is quadratic, then there is an explicit form for this minimization:

x(n+1)

j = x(n)

j −
α(n)

j

∂2

∂x2
j

Ψ(x(n))

∂

∂xj
Ψ(x(n)) .
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In matrix-vector form, the update is

x(n+1) = x(n) − diag

 α(n)

j

∂2

∂x2
j

Ψ(x(n))

∇Ψ(x(n)) . (14.3.12)
e,ox,design0,sep,quad

Because the α(n)

j values must sum to unity, the average α(n)

j value is 1/np. In imaging problems, np can be very large,
so the α(n)

j values can be quite small, leading to slow convergence of this algorithm.

14.3.3.2 Separable surrogates for multiplicative updates

Alternatively, for problems with nonnegativity constraints we can form multiplicative updates by using the following
approach to rewriting the cost function:

Ψ(x) = Ψ

 np∑
j=1

xjej

 = Ψ

 np∑
j=1

(
α(n)

j x(n)

j∑np

j′=1 α
(n)

j′ x
(n)

j′

)
xj

x(n)

j

 np∑
j′=1

α(n)

j′ x
(n)

j′

 ej


≤
np∑
j=1

(
α(n)

j x(n)

j∑np

j′=1 α
(n)

j′ x
(n)

j′

)
Ψ

 xj

x(n)

j

 np∑
j′=1

α(n)

j′ x
(n)

j′

 ej
 .

This formulation of a surrogate function leads to a multiplicative update:

x(n+1)

j =
x(n)

j∑np

j′=1 α
(n)

j′ x
(n)

j′
· arg min

δj≥0
Ψ(δjej) . (14.3.13)

e,ox,design0,sep,mult

Analyzing the convergence properties of this multiplicative iteration is an open problem.

14.3.4 Example: mixture model estimation (s,ox,mixture)s,ox,mixture

One application of optimization transfer is estimation of mixture distributions. For simplicity, we illustrate the case
of a scalar gaussian mixture where the only unknown parameters are the mean values of the gaussian components. In
this setting, the negative log-likelihood is

L- (x) =

nd∑
i=1

− log p(yi;x) =

nd∑
i=1

− log

 np∑
j=1

qj p(yi;xj)

,
where qj are the (assumed known) mixture probabilities and

p(yi;xj) =
1√

2πσ2
j

e−(yi−xj)2/(2σ2
j ) ,

where σ2
j are the (assumed known) component variances.

To design a surrogate function for this negative log-likelihood, we rewrite it as follows:

L- (x) =

nd∑
i=1

− log

 np∑
j=1

qj p(yi;xj)

 = −
nd∑
i=1

log

 np∑
j=1

z(n)

ij

p(yi;xj)

p
(
yi;x

(n)

j

) ∑
k

qk p
(
yi;x

(n)

k

),
where

z(n)

ij ,
qj p
(
yi;x

(n)

j

)∑
k qk p

(
yi;x

(n)

k

) .

https://creativecommons.org/licenses/by-nc-nd/4.0/


c© J. Fessler. [license] February 15, 2019 14.15

Using the convexity of the negative logarithm function yields:

L- (x) ≤ φ(n)(x) , −
nd∑
i=1

np∑
j=1

z(n)

ij log

(
p(yi;xj)

p
(
yi;x

(n)

j

) ∑
k

qk p
(
yi;x

(n)

k

))

≡ φ(n)(x) , −
np∑
j=1

nd∑
i=1

z(n)

ij log p(yi;xj)

≡
np∑
j=1

nd∑
i=1

z(n)

ij

(yi − xj)2

2σ2
j

.

Minimizing this surrogate function with respect to x is a trivial WLS problem. This example contains the essence of
the EM algorithm for mixture models [6, 50].
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14.4 Surrogate design for image reconstruction cost functions (s,ox,recon)
s,ox,recon

In principle the preceding tools are applicable to general cost functions. Now let us focus on surrogate design methods
that have been developed specifically for the types of cost functions that arise in image reconstruction problems. In
particular, most of the image reconstruction problems considered in this book involve cost functions of the following
form

Ψ(x) =

Ni∑
i=1

ψi([Bx]i) (14.4.1)
e,ox,recon,kost

where [Bx]i =
∑np

j=1 bijxj , for some application-dependent choices for the potential functions ψi and the Ni × np

matrixB. For fast convergence, we must seek algorithms tailored to this form.
Some of the relevant properties of this form of Ψ include the following.

• Ψ(x) is a sum of scalar functions ψi(·).
• The ψi functions often have bounded curvature, and often are convex.
• The arguments of the ψi functions involve inner products.
• Often the inner product coefficients are all nonnegative.

The cornucopia of algorithms that have been proposed in the image reconstruction literature exploit these properties
(implicitly or explicitly) in different ways.

In the context of robust linear regression, estimators formed by minimizing such cost functions are called M-
estimators [5].

The gradient of this type of cost function has the following form:

∂

∂xj
Ψ(x) =

Ni∑
i=1

bij ψ̇i([Bx]i), ∇Ψ(x) = B′ψ̇(Bx), (14.4.2)
e,ox,recon,grad

where ψ̇i(t) = d
dt ψi(t) and for t ∈ RNi we define

ψ̇(t) ,

 ψ̇1(t1)
...

ψ̇Ni
(tNi

)

 . (14.4.3)
e,ox,recon,dPot

For this type of additively separable cost function, designing surrogates is greatly simplified because we can
consider one term in the sum at a time. We first consider each function ψi(·) and find a corresponding surrogate
function hi(t; s) that satisfies the following two conditions:

hi(s; s) = ψi(s), ∀s
hi(t; s) ≥ ψi(t), ∀t, s. (14.4.4)

e,ox,hi,geq

If one can find such hi functions, then a natural surrogate for Ψ(x) is the following

φ(n)(x) =

Ni∑
i=1

hi([Bx]i; [Bx(n)]i). (14.4.5)
e,ox,surn,recon

It follows from (14.4.4) that this φ(n) satisfies the surrogate conditions (14.1.4), as well as the tangent condition
(14.1.5) if the hi functions are differentiable. So now the design problem becomes finding a suitable 1D surrogate
function hi for each ψi function.

14.4.1 Convex surrogates
When ψi is nonconvex, a natural first step is to find a surrogate function hi that is convex. Specializing (14.3.4) to the
1D case, a simple choice is

hi(t; s) = ψi(s) + ψ̇i(s)(t− s) + (t− s)2

∫ 1

0

(1− α) c̆i(αt+ (1− α) s; s) dα, (14.4.6)
e,ox,hi,convex

where c̆i, the curvature of hi(·; s), is chosen to satisfy

c̆i(t; s) ≥ ψ̈i(t), ∀t, s
c̆i(t; s) ≥ 0, ∀t, s,
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in analogy with (14.3.1) and (14.3.2), assuming that ψi is twice differentiable. Any function constructed via (14.4.6)
with curvatures that satisfy these conditions will satisfy (14.4.4) and hence is a valid surrogate function for ψi. And
thus φ(n) in (14.4.5) is a valid surrogate for Ψ. Because these hi functions have nonnegative curvatures, they are
convex, and thus it is readily verified that φ(n) is a convex surrogate function. The natural choice for the curvature, cf.
(14.3.3), is simply

c̆i(t; s) , max
{
ψ̈i(t), 0

}
,

although other choices may be used if it simplifies the integral in (14.4.6). This construction shows that convex
surrogates exist for any cost function of the form (14.4.1) with twice differentiable ψi functions.

14.4.2 Derivative-based surrogate
The following Lemma describes a sufficient condition that is useful for designing surrogates. It provides the 1D analog
of (14.3.8).

l,ox,deriv

Lemma 14.4.1 If ψ(t) and h(t) are differentiable and if the following three conditions are satisfied:

h(s) = ψ(s), for some s ∈ R

ḣ(t) ≥ ψ̇(t), ∀t > s

ḣ(t) ≤ ψ̇(t), ∀t < s, (14.4.7)
e,ox,sps,curv,suff

then h(·) is a valid surrogate for ψ, i.e., h(t) ≥ ψ(t),∀t.
Proof:
It follows from the assumptions that ḣ(t)(t− s) ≥ ψ̇(t)(t− s). Applying the 1st-order Taylor expansion (28.8.3):

h(t) = h(s) +

∫ 1

0

ḣ(αs+ (1− α)t) dα(t− s)

≥ ψ(s) +

∫ 1

0

ψ̇(αs+ (1− α) t) dα(t− s) = ψ(t) .

2

The conditions (14.4.7) allow one to focus on the slopes when designing surrogate functions.

14.4.3 Surrogates for multiplicative updatess,ox,recon,mult

Suppose each ψi is convex on (0,∞) and we want to minimize Ψ subject to the nonnegativity constraint x � 0. In
the context of emission tomography, De Pierro noted that if bij ≥ 0, ∀i, j, then

[Bx]i =

np∑
j=1

bijxj =

np∑
j=1

(
bijx

(n)

j

[Bx(n)]i

)(
xj

x(n)

j

[Bx(n)]i

)
.

Using the convexity of each ψi:

Ψ(x) =

Ni∑
i=1

ψi([Bx]i) ≤ φ(n)(x) ,
Ni∑
i=1

np∑
j=1

(
bijx

(n)

j

[Bx(n)]i

)
ψi

(
xj

x(n)

j

[Bx(n)]i

)
.

This leads to the parallelizable multiplicative update (cf. (17.4.4)):

x(n+1)

j = x(n)

j α(n)

j

α(n)

j = arg min
αj

Ni∑
i=1

(
bij

[Bx(n)]i

)
ψi(αj [Bx

(n)]i).

14.4.4 Parabola surrogates (s,ox,recon,parab)s,ox,recon,parab

If the curvature c̆i(t; s) in (14.4.6) is independent of t (but possibly dependent on s), then hi(·; s) is a parabola
surrogate for ψi and φ(n) is a quadratic surrogate for Ψ. For parabola surrogates, we use the following notation:

qi(t; s) = ψi(s) + ψ̇i(s)(t− s) +
1

2
c̆(ψi, s)(t− s)2. (14.4.8)

e,ox,recon,qi

There are a variety of methods for choosing the curvatures c̆i, depending on the nature of ψi.
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14.4.4.1 Optimal curvature

As described in §14.1.5, for fast convergence we would like the curvature of the surrogate function to be small. Yet for
monotonic algorithms we must maintain the surrogate conditions (14.1.4). We therefore define the optimal curvature
to be the smallest curvature that still ensures (14.4.4), as follows:

c̆opt(ψ, s) , min

{
c ≥ 0 : ψ(s) + ψ̇(s)(t− s) +

1

2
c(t− s)2 ≥ ψ(t), ∀t

}
. (14.4.9)

e,ox,recon,curv,opt

Generally speaking, this optimal curvature requires only that ψ between once differentiable. We use this choice
whenever we can find the minimizer analytically.

In [73], we showed that if
• ψ is strictly convex on [0,∞), and
• ψ̇ is strictly concave on [0,∞),

then the optimal curvature (for minimization subject to the nonnegative constraint x � 0 is as follows:

c̆opt(ψ, s) =


[
−2

ψ(0)−ψ(s) + ψ̇(s) s

s2

]
+

, s > 0[
− ψ̈(s)

]
+
, s = 0.

(14.4.10)
e,ox,recon,curv,opt,convex

These conditions apply to emission tomography, and similar conditions apply to (monoenergetic) transmission tomog-
raphy with the usual Poisson noise models [73]. (See Chapter 19.)

In [74] de Leeuw expresses the optimal curvature (14.4.9) as follows:

c̆opt(ψ, s) , sup
t6=s

ψ(t)−
[
ψ(s) + ψ̇(s)(t− s)

]
1
2 (t− s)2

, (14.4.11)
e,ox,recon,curv,deleeuw

calling it “sharp” majorization.

14.4.4.2 Maximum curvature

If ψ is twice differentiable, then a simple choice for c̆ is the maximum curvature

c̆max(ψ, s) = max
t
ψ̈(t) . (14.4.12)

e,ox,recon,curv,max

This choice is usually very easy to determine, but often leads to unnecessarily slow convergence.

14.4.4.3 Derivative-based curvatures (s,ox,recon,deriv)s,ox,recon,deriv

Finding an analytical expression for the optimal curvatures (14.4.9) is something of an art. When one cannot determine
the optimal curvatures, the following Lemma gives a curvature expression that is often easily evaluated [75], so it may
be helpful in choosing the curvature of a parabola surrogate function.

l,ox,curv

Lemma 14.4.2 If ψ(t) is differentiable, and c̆(ψ, s) satisfies

c̆(ψ, s) ≥ ψ̇(t)− ψ̇(s)

t− s
∀t 6= s, (14.4.13)

e,ox,recon,curv,ratio,geq

then the parabola (14.4.8) with this curvature is a surrogate for ψ.
Proof:
For t 6= s,

[q̇(t)− ψ̇(t)](t− s) =
[
ψ̇(s) + c̆(ψ, s)(t− s)− ψ̇(t)

]
(t− s)

= (t− s)2

[
c̆(ψ, s)− ψ̇(t)− ψ̇(s)

t− s

]
≥ 0.

The conditions of Lemma 14.4.1 are satisfied, so q(t) is a surrogate for ψ. 2
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In particular, if

c̆(ψ, s) = max
t 6=s

ψ̇(t)− ψ̇(s)

t− s
(14.4.14)

e,ox,recon,curv,ratio,max

is finite, then this maximum is a natural choice for the curvature.
For an example in holographic imaging, see [75]. In many cases we can consider intervals rather than the entire

real line, such as in the following examples.
x,ox,curv,emis

Example 14.4.3 Consider the emission tomography problem described in Chapter 8 in which ψ(t) = (t + r) −
y log(t+ r), where r > 0 and y ≥ 0. Here we also include the constraint that t, s ≥ 0. Then ψ̇(t) = 1 − y/(t + r)
and ψ̈(t) = y/(t+ r)2. So the maximum curvature is maxt≥0 ψ̈(t) = ψ̈(0) = y/r2. This can be undesirably large.

To apply (14.4.14), we need to compute

c̆(ψ, s) = max
t≥0

ψ̇(t)− ψ̇(s)

t− s
= max

t≥0

[1− y/(t+ r)]− [1− y/(s+ r)]

t− s
= max

t≥0

y

(t+ r)(s+ r)
=

y

r(s+ r)
.

When s > 0, this can be much smaller than the maximum curvature ψ̈(0) = y/r2, which could accelerate convergence.
However, as shown in , the optimal (smallest possible) curvature is (14.4.10).

x,ox,curv,trans

Example 14.4.4 Consider the monoenergetic transmission tomography problem described in Chapter 9 in which the
negative marginal log-likelihood is ψ(t) = b e−t − y log(b e−t) ≡ b e−t + yt, where b > 0 and y ≥ 0, and again
t, s ≥ 0. Then ψ̇(t) = y − b e−t , so we need to compute

c̆(ψ, s) = max
t≥0

ψ̇(t)− ψ̇(s)

t− s
= max

t≥0

y − b e−t − (y − b e−s)

t− s
= b e−s max

t≥0

1− es−t

t− s
.

Substituting x = s− t we have

c̆(ψ, s) = b e−s max
x≤s

ex − 1

x
= b e−s

es − 1

s
= b

1− e−s

s
.

The optimal curvature for this case is again (14.4.10), as shown in §19.5, but the preceding derivation certainly is
simpler.

14.4.4.4 Huber’s curvatures (s,ox,recon,huber)s,ox,recon,huber

Citing a 1975 report by Dutter, Huber [5, p. 184] described a parabola surrogate (which he called a comparison
function) for a broad class of potential functions ψi. Specifically, Huber considered ψi functions of the form

ψi(t) = ψ(t− ti)

for some ti ∈ R, where ψ is assumed to satisfy the conditions of Theorem 14.4.5 below. Fig. 14.4.1 shows an example
of such a potential function and its quadratic surrogate for the case ψ(t) =

√
t2 + 1.

Remarkably, for Huber’s class of potential functions there is a very simple expression for the optimal curvature
defined in (14.4.9), as shown in the following theorem [5, p. 185].

t,ox,parab

Theorem 14.4.5 Suppose ψ : R→ R satisfies the following conditions4.

ψ(t) is differentiable,

ψ(t) = ψ(−t), ∀t (symmetry),

ωψ(t) , ψ̇(t) /t is bounded and monotone nonincreasing for t > 0 .

Then the parabola function defined by (cf. (14.4.8)):

q(t; s) , ψ(s) + ψ̇(s)(t− s) +
1

2
ωψ(s)(t− s)2

4 Huber [5, p. 184] makes the stronger assumption that ψ is convex, and uses that additional assumption to show that his iteration (14.3.6) strictly
decreases the cost function each iteration until a minimizer is reached.
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Figure 14.4.1: Illustration of a nonquadratic potential function ψ(t) =
√
t2 + 1− 1 and a parabola surrogate function

q(t; s) for s = 1.5.
fig_parab1

=

[
ψ(s)−ωψ(s)

2
s2

]
+
ωψ(s)

2
t2, (14.4.15)

e,ox,recon,huber,q

is a surrogate function for ψ, i.e., it satisfies the conditions (14.4.4). Furthermore, the curvature ωψ is optimal in the
sense of being the smallest value that satisfies those conditions.
Proof:
Because (14.4.15) implies q(t; s) = q(t; |s|) = q(|t|; |s|), it suffices to consider t, s ≥ 0. Note that q̇(t; s) ,
∂
∂tq(t; s) = ωψ(s) t. Because ωψ is nonincreasing for t > 0, it satisfies the following.
• If t > s ≥ 0 then ωψ(s) ≥ ωψ(t) = ψ̇(t) /t, so ψ̇(t) ≤ t ωψ(s) = q̇(t; s).
• If s ≥ t > 0 then ωψ(s) ≤ ωψ(t) = ψ̇(t) /t, so ψ̇(t) ≥ t ωψ(s) = q̇(t; s).

Thus the conditions of Lemma 14.4.1 are met, so q is a surrogate for ψ.
Because q(t; s) touches ψ(t) at both t = s and t = −s, any smaller value of the curvature would cause q(−s; s)

to be less than ψ(−s), so ωψ is optimal. 2

A very wide variety of potential functions satisfy the conditions of this theorem. Table 2.1 in §2.7 summarizes
several of these choices. Lange [76, p. 442] lists several more and describes a general procedure for deriving new
choices. Table 2.1 also lists some choices with unbounded ωψ functions. Optimization with such ψ functions is more
complicated5.

The potential weighting functions ωψ(t) that determine the curvature of the surrogate parabola (14.4.15) sig-
nificantly affect image properties such as robustness to noise outliers and edge-preservation, as discussed in §1.10.3.
Fig. 2.7.1 illustrates several of the ωψ functions from Table 2.1.

The optimality of the curvature ωψ(·) in Theorem 14.4.5 holds when all values of t ∈ R are considered in (14.4.9).
In some situations, we know lower and upper bounds on t, in which case we can replace (14.4.9) by the weaker
condition:

c̆opt(ψ, s) , min

{
c ≥ 0 : ψ(s) + ψ̇(s)(t− s) +

1

2
c(t− s)2 ≥ ψ(t), ∀t ∈ [tmin, tmax]

}
. (14.4.16)

e,ox,recon,curv,opt,interval

A procedure for computing this c̆opt(ψ, s) under the conditions of Theorem 14.4.5 is given in [78], with application to
a coordinate descent algorithm. Adapting this approach to a simultaneous update algorithm is an open problem.

5 For methods based on coordinate descent, one reasonable minimization approach uses a half-interval search over a suitably bracketed search
range [77, p. 485].
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14.4.4.5 Half-quadratic curvatures (s,ox,recon,halfquad)s,ox,recon,halfquad

Huber’s approach to finding quadratic surrogate functions has been rediscovered in different disguises. Several papers
in the image restoration/reconstruction literature have described so-called half-quadratic methods for minimizing
nonquadratic cost functions [48, 79–84], particularly in the context of edge-preserving regularization. As early as
1994, Kunsch noted that half-quadratic methods are a special case of Huber’s algorithm [85], yet this relationship
seems not to be well known. A typical cost function considered in the half-quadratic literature has the form

Ψ(x) =

Ni∑
i=1

ψ([Bx]i − ti),

where ψ is some nonquadratic potential function designed to preserve edges. Because this cost function is difficult
to minimize directly, a sequence of quadratic surrogate functions, or augmented cost functions, are minimized. Two
such approaches have been proposed in the literature, one called the “multiplicative form” and the other called the
“additive form.” However, both of these forms are simply obfuscated versions of Huber’s quadratic surrogates. In the
half-quadratic literature, the potential functions ψ often are assumed to satisfy more restrictive conditions than those
in Theorem 14.4.5.

14.4.4.5.1 Multiplicative form For the multiplicative form of the half-quadratic approach, e.g., [48, 79, 83, 86], it
is assumed that the potential function has the following form:

ψ(t) =
1

2
σ(t2),

where σ(t) must satisfy several conditions including [48]:
• σ is twice continuously differentiable,
• σ is strictly concave,
• 0 < σ̇ ≤M <∞.

Using such conditions, and sometimes stronger assumptions [83], papers in the half-quadratic literature show that
there is some function ζ such that

ψ(t) = min
w

[
w

1

2
t2 + ζ(w)

]
, (14.4.17)

e,ox,recon,hq,min,w

and this property is used to derive an augmentation algorithm of the form (14.1.6).
We now show that any potential function ψ that satisfies the above conditions will also satisfy the conditions in

Theorem 14.4.5.
1. Clearly ψ(−t) = ψ(t) by construction.
2. ψ̇(t) = σ̇(t)t so ωψ(t) = ψ̇(t) /t = σ̇(t) which is bounded by assumption. Furthermore, because σ is twice
differentiable and concave, for t > 0 we have d

2

dt2
ωψ = σ̈ < 0, so ωψ is decreasing on [0,∞).

Thus the conditions of Theorem 14.4.5 are satisfied. However, Theorem 14.4.5 is more general because twice dif-
ferentiability is not assumed. Furthermore, constructing ωψ is more direct than considering the function ζ, simplifying
the analysis.

It follows from the conditions (14.4.4) that ψ(t) = mins q(t; s), so in light of (14.4.15), the minimizing “w” in
(14.4.17) above is simply ωψ .

14.4.4.5.2 Additive form For the additive form, one first finds a constant curvature c̆ that satisfies the condition

q(t; s) , ψ(s) + ψ̇(s)(t− s) +
c̆

2
(t− s)2 ≥ ψ(t), ∀t.

For example, if ψ is twice differentiable, then c̆max = maxt ψ̈(t) is the logical choice. Rearranging q(t; s), we have

ψ(t) = min
s
q(t; s) = min

s

ψ(s)− 1

2 c̆
ψ̇2(s) +

1

2

(
√
c̆t− c̆ s− ψ̇(s)√

c̆

)2
 .

This is equivalent to the form considered in [81, 82, 87, 88]. In other words, the “additive form” of the half-quadratic
method is nothing more than a surrogate parabola with a sufficiently large constant curvature. In the half-quadratic
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literature, results from convex analysis [89] (such as the Fenchel-Legendre transform [90]) are used to express the
arguments in brackets in the augmentation form

min
u

[
z(u) +

1

2
(
√
c̆t− u/

√
c̆)2

]
,

but in the final analysis it is equivalent to form above.
Nikolova and Ng compared the additive form and the multiplicative form of the half-quadratic methods [88],

and found that the multiplicative form converged faster. This is the expected conclusion because for this family of
potential functions, Huber’s curvatures ωψ are optimal (Theorem 14.4.5), whereas the constant upper bound c̆max will
be unnecessarily large, slowing convergence. However, using constant curvatures can simplify preconditioning [87].

As noted in [91], the half-quadratic method is equivalent to a simple gradient linearization iteration.

14.5 Quadratic surrogate algorithms (s,ox,recon,ps)
s,ox,recon,ps

Huber’s conditions in Theorem 14.4.5 are sufficient, but by no means necessary for finding parabolic surrogate func-
tions. For example, one can find parabolic surrogate functions even for the nonconvex log-likelihood that arises in
transmission tomography [73], see Chapter 19. All that we need is to find a parabola qi for each ψi such that (14.4.4)
is satisfied. Such a parabola will always have the form (14.4.8), where one must choose the curvatures c̆ to satisfy
(14.4.4). For convergence rate reasons, we want the curvatures c̆ to be as small as possible, (cf. §15.5.3).

Having found such parabola surrogates, we can form a quadratic surrogate for the cost function Ψ(x) as follows:

Ψ(x) =

Ni∑
i=1

ψi([Bx]i) ≤ φ(n)(x) ,
Ni∑
i=1

q(n)

i ([Bx]i), (14.5.1)
e,ox,recon,ps

where from (14.4.8)

q(n)

i (t) , qi(t; [Bx(n)]i) (14.5.2)

= ψi([Bx
(n)]i) + ψ̇i([Bx

(n)]i)(t− [Bx(n)]i) +
c̆(n)

i

2
(t− [Bx(n)]i)

2 (14.5.3)
e,ox,recon,qin

for some curvature choice c̆(n)

i ≥ c̆opt(ψi, [Bx
(n)]i). Thus the quadratic surrogate is

φ(n)(x) =

Ni∑
i=1

q(n)

i ([Bx]i)

=

Ni∑
i=1

(
ψi([Bx

(n)]i) + ψ̇i([Bx
(n)]i)([Bx]i − [Bx(n)]i) +

c̆(n)

i

2
([Bx]i − [Bx(n)]i)

2

)
.

Equivalently, after some simplifications akin to (1.10.13), a quadratic surrogate has the form

φ(n)(x) = Ψ(x(n)) +∇Ψ(x(n))(x− x(n)) +
1

2
(x− x(n))′B′ diag

{
c̆(n)

i

}
B(x− x(n)). (14.5.4)

e,ox,recon,sur,nonsep

This surrogate is a special case of the quadratic form (14.3.5) with Hessian Jn = B′ diag
{
c̆(n)

i

}
B.

Having chosen curvatures
{
c̆(n)

i

}
and thereby designed a quadratic surrogate, the next step is to minimize it (M-

step) per (14.1.1). In principle, any general purpose minimization method could be applied. The remainder of this
section describes some of the more important choices.

14.5.1 Huber’s algorithm
Minimizing the quadratic surrogate function (14.5.4) analytically yields the following iteration [5] (cf. (14.3.6)):

x(n+1) = x(n) −
[
B′ diag

{
c̆(n)

i

}
B
]−1∇Ψ(x(n)) .

This iteration is closely related to iteratively reweighted least squares methods [92].
AlthoughB is sparse in many imaging problems, the productB′B usually is not sparse, so a direct implementation

of the above iteration is impractical in most imaging problems. This impracticality stems from the fact that φ(n) is a
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nonseparable surrogate. In practice, rather than computing a matrix inverse, one would implement the above iteration
using the update x(n+1) = x(n) − δ(n), where δ(n) is the solution to the linear system of equations[

B′ diag
{
c̆(n)

i

}
B
]
δ(n) = ∇Ψ(x(n)) .

Because this is a large system, typically an iterative method (such as the conjugate gradient method of §15.6.2) would
be used, and implemented in a way that avoids computing B′B explicitly (see (15.5.3)). However, because φ(n) is
only a surrogate for the actual cost function Ψ, it may be inefficient to try to precisely minimize the surrogate for the
M-step. It may be more reasonable to simply descend φ(n), using even as few as one iterations, and then to find a new
surrogate.

14.5.2 Coordinate descent of quadratic surrogatess,ox,recon,qscd

The coordinate descent method described in §11.10.5 is a particularly efficient approach to minimizing quadratic
surrogates when the matrix B is precomputed and stored by columns. For each iteration, we first find the quadratic
surrogate, i.e., we determine the curvatures in (14.5.3). Then we apply M ≥ 1 cycles of coordinate descent to descend
the surrogate. Then we find new curvatures based on the updated estimate and iterate.

Equating the partial derivative of (14.5.1) to zero using (14.5.3) suggests the following update:

xnew
j = xold

j −
∑Ni

i=1 b
∗
ij q̇

(n)

i

(
[Bxold]i

)∑Ni

i=1 |bij |
2
c̆(n)

i

,

where
q̇(n)

i (t) = ψ̇i([Bx
(n)]i) + c̆(n)

i (t− [Bx(n)]i) . (14.5.5)
e,ox,recon,ps,dqin

However, naive implementations of this update can be very inefficient. To implement this algorithm efficiently, one
must maintain q̇(n)

i ([Bx]i) as a state vector, by noting that

q̇(n)

i ([Bxnew]i) = q̇(n)

i

(
[Bxold]i

)
+ c̆(n)

i

np∑
j=1

bij(x
new
j − xold

j ).

This is shown in (14.5.6) in the algorithm below. It ensures that q̇i is always the derivative of q(n)

i evaluated atB times
the most recently updated x.

Furthermore, by evaluating (14.5.5) at t = [Bx(n+1)]i and rearranging, we see that as long as c̆(n)

i 6= 0:

[Bx(n+1)]i = [Bx(n)]i +
q̇(n)

i

(
[Bx(n+1)]i

)
− ψ̇i([Bx(n)]i)

c̆(n)

i

,

so we can determine [Bx(n+1)]i from the updated state vector q̇(n)

i

(
[Bx(n+1)]i

)
without performing explicit ma-

trix multiplication. Combining these tricks leads to the efficient quadratic surrogate coordinate descent (QSCD)
algorithm shown in Fig. 14.5.1.

Specific cases of this algorithm are given in and . These algorithms include the nonnegativity constraint as shown
in the algorithm above. More generally one can use box constraints (28.9.1). Like all optimization transfer methods,
the QSCD algorithm monotonically decreases the cost function Ψ.

Mat The QSCD approach is poorly suited to interpreted languages like MATLAB’s m-files, due to its triply-nested loops.
However, givenB,

{
d(n)

j

}
,
{
c̆(n)

i

}
, and {qi}, the inner two loops are independent of the specific cost function.

14.5.3 Coordinate descent via quadratic surrogatess,ox,recon,cdqs

In the preceding QSCD algorithm, we first find a quadratic surrogate, and then apply coordinate descent to that
surrogate. An alternative approach would be to apply the coordinate descent method directly to the original cost
function, but to use 1D parabola surrogates as each xj is updated in (11.10.4). Such an coordinate-descent via
quadratic surrogates (CDQS) approach was described in [93, p. 39]. Because the curvatures are updated for each j,
CDQS may converge somewhat faster per iteration than QSCD. However, the computation per iteration for CDQS is
much higher than for QSCD, so generally QSCD is the preferable approach.
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Quadratic surrogate coordinate descent (QSCD)
Initialization: ˜̀

i = [Bx(0)]i, i = 1, . . . , Ni

Choose a lower bound c̆min > 0
for n = 0, 1, . . . , {

q̇i = ψ̇(n)

i = ψ̇i

(
˜̀
i

)
, i = 1, . . . , Ni % initialize/save derivatives

c̆(n)

i = max
{
c̆i

(
ψi, ˜̀

i

)
, c̆min

}
, i = 1, . . . , Ni % curvatures

d(n)

j =

Ni∑
i=1

|bij |2 c̆(n)

i , j = 1, . . . , np % stepsize denominators

form = 1, . . . ,M { % optional subiterations
for j = 1, . . . , np {

x(n+1)

j =

[
x(n)

j −
1

d(n)

j

Ni∑
i=1

b∗ij q̇i

]
+

q̇i := q̇i + c̆(n)

i bij(x
(n+1)

j − x(n)

j ), ∀i : bij 6= 0 (14.5.6)
e,ox,recon,ps,state,q

}
}

˜̀
i := ˜̀

i +
q̇i− ψ̇(n)

i

c̆(n)

i

, i = 1, . . . , Ni

}

Figure 14.5.1: QSCD algorithm.
f,ox,recon,ps,cd

14.5.4 Preconditioned steepest descent of surrogatess,ox,recon,ps,psd

As described in §14.2.4, if constraints such as nonnegativity are unimportant, then a reasonable approach might be to
use a preconditioned gradient as a search direction d(n), and then minimize the surrogate function along that direction.
When φ(n) is quadratic, we can find analytically that the minimizer over α in (14.2.3) is

αn =
−∇Ψ(x(n))d(n)

[Bd(n)]′ diag
{
c̆(n)

i

}
Bd(n)

.

Using (14.4.2) and (14.4.3), this leads to the algorithm shown in Fig. 14.5.2.
The dominant computation required is one “forward projection” Bd(n) and one “back projection” B′ψ̇ each

iteration. So this algorithm is very practical.

14.5.5 Surrogate semi-conjugate gradients
As discussed in §14.2.5, alternatively we can modify the preceding algorithm by choosing search directions using
conjugate gradient principles, namely:

d(n) =

{
−P g(n), n = 0
−P g(n) +γnd

(n−1), n > 0,

where γn is chosen according to (11.8.7), (11.8.12), or (11.8.6).
This approach was applied to image denoising in [84].

14.5.6 Monotonic line searches (s,ox,line)s,ox,line

For general cost functions Ψ(x) there are several well-known, general-purpose methods for performing line searches
such as (11.5.1) and (11.8.15). See [49]. For cost functions having the partially separable form (14.4.1), we can
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PSD of surrogates
Initialize:

l(0) = Bx(0)

For n = 0, 1, 2, . . .

g(n) = ∇Ψ(x(n)) = B′ψ̇(l(n))

d(n) = −P g(n)

v(n) = Bd(n)

αn =
−〈g(n), d(n)〉∑Ni

i=1 c̆
2
i

(
v(n)

i

) ≥ 0

x(n+1) = x(n) + αnd
(n)

l(n+1) = l(n) + αn v
(n) (14.5.7)

e,ox,recon,ps,psd,ln

Figure 14.5.2: QS-PSD algorithm
f,ox,recon,ps,psd

use parabola surrogates to derive a line-search method that monotonically decreases the cost function, at least in the
absence of constraints, as described in [69].

Let d(n) denote the desired search direction and define the 1D cost function

f(α) = Ψ(x(n) + αd(n)) =

Ni∑
i=1

ψi
(
`(n)

i + αp(n)

i

)
,

where `(n)

i = [Bx(n)]i, p
(n)

i = [Bd(n)]i. (An efficient implementation will update `(n)

i recursively as in (14.5.7).) We
would like to find the minimizer of f(α). We will do this approximately by starting with an initial guess α0 = 0 and
then performing a few iterations yielding a sequence {αk}.

Assume that each potential function ψi has a parabola surrogate of the form (14.4.8) for some curvature function
c̆i(·) = c̆(ψi, ·). Then similar to (14.5.1) we can define a surrogate function for f as follows:

f(α) ≤ g(n)

k (α) ,
Ni∑
i=1

qi
(
`(n)

i + αp(n)

i ; `(n)

i + αkp
(n)

i

)
=

Ni∑
i=1

ψi
(
`(n)

i + αkp
(n)

i

)
+ ψ̇i

(
`(n)

i + αkp
(n)

i

)
(α− αk)p(n)

i +
1

2
c̆i
(
`(n)

i + αkp
(n)

i

) [
(α− αk)p(n)

i

]2
.

To update α we minimize the surrogate g(n)

k yielding

αk+1 = αk −
∑Ni

i=1 ψ̇i
(
`(n)

i + αkp
(n)

i

)
p(n)

i∑Ni

i=1 c̆i
(
`(n)

i + αkp
(n)

i

) ∣∣p(n)

i

∣∣2 . (14.5.8)
e,ox,line,update

This algorithm monotonically decreases f(α) each iteration. It may require a bit more work per iteration than con-
ventional line searches, but it may converge faster (or more robustly) due to its monotonicity. Most of the work is
computing `(n)

i and p(n)

i and these are required by all descent methods.
MIRT See pl_pcg_qs_ls.m.

14.5.7 Separable quadratic surrogates (s,ox,sps)s,ox,sps

The quadratic surrogate function (14.5.4) is nonseparable, so for imaging-sized problems, it would have to be min-
imized iteratively, resulting in iterations within iterations. This is particularly unappealing when constraints such as
nonnegativity are required. (Without such constraints, the PCG algorithm would be a natural method to minimize a
quadratic φ(n) iteratively.)
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To further simplify the M-step, we form a separable quadratic surrogate by using the following trick due to
De Pierro [11]:

[Bx]i =

np∑
j=1

bijxj =

np∑
j=1

πij

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)
, (14.5.9)

e,ox,dp,add

provided
∑np

j=1 πij = 1 and πij is zero only if bij is zero. If the πij values are nonnegative, then we can apply the
convexity inequality §28.9 to the parabola qi to write

q(n)

i ([Bx]i) = q(n)

i

 np∑
j=1

πij

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)
≤

np∑
j=1

πij q
(n)

i

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)
,

where q(n)

i was defined in (14.5.3). Combining these yields the following separable quadratic surrogate for Ψ(x):

φ(n)(x) ≤ φ(n)

SQS(x) ,
Ni∑
i=1
πij 6=0

np∑
j=1

πij q
(n)

i

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)
=

np∑
j=1

φ(n)

j (xj)

where

φ(n)

j (xj) =

Ni∑
i=1
πij 6=0

πij q
(n)

i

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)
.

The derivatives of φ(n)

j are

d

dxj
φ(n)

j (xj) =

Ni∑
i=1
πij 6=0

b∗ij q̇
(n)

i

(
bij
πij

(xj − x(n)

j ) + [Bx(n)]i

)

d(n)

j ,
d2

dx2
j

φ(n)

j (·) =

Ni∑
i=1
πij 6=0

|bij |2

πij
q̈(n)

i =

Ni∑
i=1
πij 6=0

|bij |2

πij
c̆(n)

i , (14.5.10)
e,ox,sps,denjn

so the following “matched derivative” condition holds:

d

dxj
φ(n)

j (xj)

∣∣∣∣
xj=x

(n)
j

=

Ni∑
i=1

b∗ij q̇
(n)

i ([Bx(n)]i) =

Ni∑
i=1

b∗ij ψ̇i([Bx
(n)]i) =

∂

∂xj
Ψ(x(n)) .

Combining, the separable quadratic surrogate satisfies the conditions (14.1.4) and has the form

φ(n)

SQS(x) = Ψ(x(n)) +∇Ψ(x(n))(x− x(n)) +
1

2
(x− x(n))′ diag

{
d(n)

j

}
(x− x(n)). (14.5.11)

e,ox,sps,sur

Because this quadratic surrogate is separable, it has a diagonal Hessian, so it is trivial to perform the M-step (14.1.1),
yielding the following general separable quadratic surrogate algorithm.
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Separable quadratic surrogate algorithm
Initialization: choose πij factors such that

∑np

j=1 πij = 1 and πij ≥ 0 and πij = 0 only if bij = 0, e.g.,
πij = |bij |/bi, bi =

∑np

j=1 |bij |.
For each iteration:

Compute [Bx(n)]i, ∀i
Choose curvatures c̆(n)

i = c̆(ψi, [Bx
(n)]i) so (14.4.8) satisfies (14.4.4)

d(n)

j =

Ni∑
i=1
πij 6=0

|bij |2

πij
c̆(n)

i , j = 1, . . . , np (14.5.12)
e,ox,denjn

x(n+1)

j =

[
x(n)

j −
1

d(n)

j

∂

∂xj
Ψ(x(n))

]
+

, j = 1, . . . , np. (14.5.13)
e,ox,sps

In matrix-vector form, the update is:

x(n+1) =

[
x(n) − diag

{
1

d(n)

j

}
∇Ψ(x(n))

]
+

,

which is a kind of diagonally-preconditioned projected gradient descent. This algorithm is entirely parallelizable
because one can update all pixels simultaneously. Provided one has chosen properly the curvatures

{
c̆(n)

i

}
in (14.4.8),

this algorithm will monotonically decrease the cost function Ψ(x(n)).
This algorithm is a prototype for several of the algorithms discussed in this book . It is basically a form of

diagonally-scaled gradient descent, but the diagonal scaling is constructed using the form of (14.4.1) to guarantee
that the cost function monotonicity decreases. Because φ(n)

SQS(·) is separable, box constraints are also easily enforced.
The price we pay for the intrinsic monotonicity is the “stepsize calculation” (14.5.12). However, in some problems,

we can choose c̆(n)

i values that are independent of iteration, such as the precomputed maximum curvature (14.4.12).
Because these c̆i values are independent of x(n), we can precompute the dj values prior to iterating. However, using
the maximum curvature may reduce the convergence rate, so one must examine the trade-off between number of
iterations and work per iteration in any given problem.

Comparing (14.5.11) with the nonseparable surrogate (14.5.4), we find that

B′ diag
{
c̆(n)

i

}
B � diag

{
d(n)

j

}
. (14.5.14)

e,ox,sps,BCB<=D

(For an alternate proof based on the Geršgorin disk theorem and diagonal dominance, see Corollary 27.2.7 and Theo-
rem 27.2.8.) An interesting special case is

diag{(1′ v)v} � v v′,

for any real vector v with nonnegative elements.

14.5.7.1 Comparison to general additive update

The additive update (14.3.12) for separable surrogates was derived for general quadratic cost functions. In contrast,
the update (14.5.13) is applicable only to the family of cost functions given in (14.4.1). How do these iterative method
compare? Specifically, suppose that Ψ(x) = 1

2 (y −Bx)′ diag{wi}(y −Bx). Then the update (14.3.12) has a step
size of

α(n)

j

∂2

∂x2
j

Ψ(x(n))
=

α(n)

j∑Ni

i=1 |bij |
2
wi
,

whereas the update (14.5.13) has a step size of

1
Ni∑
i=1
πij 6=0

|bij |2

πij
wi

.
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If we were to choose πij = α(n)

j , then the two algorithms would be identical. However, as discussed in §15.6.5.2, that
choice for πij would be suboptimal. The earlier method (14.3.12) was generally applicable to convex cost functions,
whereas the method (14.5.13) is tailored to the types of cost functions that arise in image reconstruction problems.
Here we see that a derivation matched to the form of the cost function of interest provides greater flexibility in the
algorithm design, potentially leading to faster convergence.

14.5.7.2 Example: denoising SQS (s,ox,ex2)s,ox,ex2

x,ox,ex2

Example 14.5.1 Consider the measurement model

y = x+ ε,

where ε is zero-mean uncorrelated noise vector. The signal denoising problem is to estimate x from y. Numerous
algorithms exist for this problem; we consider estimating x by minimizing a regularized least-squares cost function of
the following form:

Ψ(x) =

nd∑
i=1

1

2
(yi − xi)2 +

np−1∑
k=1

ψk(xk+1 − xk)

=
1

2
‖y − x‖2 +

∑
k

ψk([Cx]k),

where, for the 1D problem considered in this example, C is the np − 1 × np first finite-difference matrix6 defined in
(1.8.4), so that [Cx]k = xk+1 − xk, k = 1, . . . , np − 1. Each ψk is in the large family of (usually nonquadratic)
potential functions considered in §14.4.4.4, with surrogate curvatures denoted ωk(t) = ψ̇k(t)/t. In particular, if ψk
is a (corner-rounded) version of the absolute value function, such as the hyperbola potential or the Fair potential, then
this problem provides a method for (anisotropic) TV denoising. Thus a suitable quadratic surrogate function is

φ(n)(x) =
1

2
‖y − x‖2 +

∑
k

qk([Cx]k; [Cx(n)]k), (14.5.15)
e,ox,ex2,surr

where qk was defined by (14.4.15). To find the minimizer of φ(n)(·) using Huber’s algorithm (14.3.6), note that

∂

∂xj
φ(n)(x) = xj − yj +

∑
k

ckj ωk([Cx(n)]k)[Cx]k,

so
∇φ(n)(x)|x=x(n) = x(n) − y +C ′Ω(x(n))Cx(n)

= x(n) − y +C ′ψ̇(Cx(n)) = ∇Ψ(x(n)),

where nk = np − 1, ψ̇ was defined in (14.4.3), Ω(x) , diag{ωk([Cx]k)}, and

∇2 φ(n)(x) = I +C ′Ω(x(n))C.

So Huber’s algorithm is simply:

x(n+1) = x(n) + [I +C ′Ω(x(n))C]
−1

[y − x(n) −C ′Ω(x(n))Cx(n)] .

This algorithm requires inversion of the banded Hessian matrix I + C ′Ω(x(n))C each iteration, and efficient algo-
rithms for this problem exist, based on the Cholesky decomposition, e.g., [94, 95]. Because each ωk is bounded above
by ωk(0), to reduce computation, one could apply Böhning and Lindsay’s algorithm (14.3.7) as follows:

x(n+1) = x(n) + [I +C ′Ω0C]
−1

[y − x(n) −C ′Ω(x(n))Cx(n)] ,

where Ω0 , diag{ωk(0)} . Alternatively, one could apply a coordinate descent method to minimize the quadratic
surrogate (14.5.15).

6 In this case, the matrixB in (14.4.1) isB =

[
Ind

C

]
.
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To form an algorithm that is easily implemented in MATLAB, we apply De Pierro’s trick (14.5.9) [11]:

xj+1 − xj =
1

2

(
2
[
xj+1 − x(n)

j+1

]
+
[
x(n)

j+1 − x
(n)

j

])
+

1

2

(
−2
[
xj − x(n)

j

]
+
[
x(n)

j+1 − x
(n)

j

])
,

so for any convex function q (see §28.9):

q(xj+1 − xj) ≤
1

2
q
(
2
[
xj+1 − x(n)

j+1

]
+
[
x(n)

j+1 − x
(n)

j

])
+

1

2
q
(
−2
[
xj − x(n)

j

]
+
[
x(n)

j+1 − x
(n)

j

])
.

Thus, considering (14.5.15) and the preceding inequality, a separable quadratic surrogate for this problem is

φ(n)

2 (x) =
1

2
‖y − x‖2 +

∑
k

[
1

2
qk
(
2
[
xj+1 − x(n)

j+1

]
+
[
x(n)

j+1 − x
(n)

j

])
+

1

2
qk
(
−2
[
xj − x(n)

j

]
+
[
x(n)

j+1 − x
(n)

j

])]
,

where
∇φ(n)

2 (x)
∣∣
x=x(n) = x(n) − y +C ′Ω(x(n))Cx(n) = ∇Ψ(x(n))

and
∇2 φ(n)

2 (x) = I + diag
{
d(n)

j

}
where

d(n)

j =

 2ω1([Cx(n)]1), j = 1
2ωj−1([Cx(n)]j−1) +2ωj([Cx

(n)]j), j = 2, . . . , np − 1
2ωnp−1

(
[Cx(n)]np−1

)
, j = np.

Thus, Huber’s algorithm for this alternative surrogate is:

x(n+1) = x(n) +
[
I + diag

{
d(n)

j

}]−1
[y − x(n) −C ′Ω(x(n))Cx(n)] ,

which is trivial to implement because the required inverse only involves a diagonal matrix. To simplify even further,
let ωmax = maxk ωk(0) . Then a version of Böhning and Lindsay’s algorithm for this problem is simply:

x(n+1) = x(n) +
1

1 + 4ωmax
[y − x(n) −C ′Ω(x(n))Cx(n)] .

14.5.7.3 Example: iterative thresholding (s,ox,it)s,ox,it

x,ox,it

Example 14.5.2 Consider the regularized least-squares cost function of the following form:

Ψ1(x) =
1

2
‖y −Ax‖2W 1/2 + β ‖U ′x‖1 , (14.5.16)

e,ox,it,Kx

where hereU is a unitary matrix such as an orthonormal wavelet basis. This type of cost function arises in compressed
sensing formulations where U ′x is assumed to be sparse. In this example we use separable quadratic surrogates to
derive an iterative soft thresholding (IST) algorithm [96, 97].

When U is unitary, this problem is equivalent to finding x̂ = Uẑ, where

ẑ = arg min
z

Ψ(z), Ψ(z) = Ψ(Uz) =
1

2
‖y −AUz‖2W 1/2 + β ‖z‖1 .

Rewrite the data-fitting term as follows:

L- (z) ,
1

2
‖y −AUz‖2W 1/2

= L- (z(n)) +(z − z(n))′∇ L- (z(n)) +
1

2
(z − z(n))′U ′A′WAU(z − z(n)).
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Let c̆ be a constant such thatA′WA � c̆ I. See for example Theorem 14.3.1 or let c̆ = maxj dj defined in (14.5.10).
Then a suitable quadratic surrogate function for the data-fit term is

φ(n)

1 (x) = L- (z(n)) +(z − z(n))′∇ L- (z(n)) +
c̆

2
(z − z(n))′(z − z(n))

≡ c̆

2

∥∥∥∥z − z(n) +
1

c̆
∇ L- (z(n))

∥∥∥∥2

,

because U ′U = I. Thus a surrogate for the overall cost function is

φ(n)(z) ,
c̆

2

∥∥∥∥z − z(n) +
1

c̆
∇ L- (z(n))

∥∥∥∥2

+ β ‖z‖1 . (14.5.17)
e,ox,it,surr

Following Problem 1.12, define the soft-thresholding function

soft{t;α} = arg min
s

1

2
|t− s|2 + α |s| = t (1− α/ |t|) I{|t|>α}.

Because φ(n)(·) in (14.5.17) is separable, its minimizer is expressed easily in terms of the soft-thresholding function:

z(n+1) = arg min
z

φ(n)(z) = soft

{
z(n) − 1

c̆
∇ L- (z(n));

β

c̆

}
(14.5.18)

e,ox,it,znn,cgrad

= soft

{
z(n) +

1

c̆
U ′A′W (y −AUz(n));

β

c̆

}
. (14.5.19)

e,ox,it,znn

We can rewrite this algorithm in terms of x(n) as follows:

x(n+1) = U soft

{
U ′
(
x(n) +

1

c̆
A′W (y −Ax(n))

)
;
β

c̆

}
. (14.5.20)

e,ox,it,xnn

This method is appealingly simple, but has the practical drawback of slow convergence because the curvature c̆ can
be large.

MIRT See mri_cs_ist_example.m.

See Problem 14.10 for generalizations to non-quadratic data-fit terms. Generalizing this example to use ordered
subsets is an interesting open problem. Although we focused on ‖·‖1 in this example, the principles generalize to any
sparsity prior, including ‖·‖1, by using the other thresholding functions considered in Problem 1.12.

In this derivation we used the scaled identity c̆ I to upper bound the Hessian. For certain types of transforms U ,
such as wavelet transforms, one can use specific diagonal upper bounds that may provide faster convergence [98].

14.5.8 Grouped coordinate algorithms (s,ox,group)s,ox,group

All of the algorithms described above either update all pixels simultaneously, or update pixels one-by-one sequentially
(i.e., in the coordinate descent approach). In some cases it can be beneficial to update a group of parameters simultane-
ously, holding all other parameters at their most recent values. Such a method is called grouped coordinate-descent
(GCD) or block coordinate-descent. This type of approach is applicable to both the cost function Ψ as well as to the
surrogate functions in the optimization transfer framework.

We first establish some notation. An index set S is a nonempty subset of the set {1, . . . , np}. The set S̃ denotes
the complement of S intersected with {1, . . . , np}. Let |S| denote the cardinality of S. We use xS to denote the
|S|-dimensional vector consisting of the |S| elements of x indexed by the members of S. We similarly define xS̃ as
the np− |S| dimensional vector consisting of the remaining elements of x. For example, if np = 5 and S = {1, 3, 4},
then S̃ = {2, 5}, xS = (x1, x3, x4), and xS̃ = (x2, x5). Occasionally we use S as a superscript of a function or
matrix, to serve as a reminder that the function or matrix depends on the choice of S.

One more notational convention will be used hereafter. Functions like Ψ(x) expect a np-dimensional vector
argument, but it is often convenient to split the argument x into two vectors: xS and xS̃ , as defined above. Therefore,
we define expressions such as the following to be equivalent: Ψ(xS ,xS̃) = Ψ(x) .
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14.5.8.1 Direct minimization

In a direct grouped coordinate-descent (GCD) method, one sequences through different index sets Sn and updates
only the elements xSn of x while holding the other parameters xS̃n fixed [49]. At the nth iteration one would like to

assign x(n+1)

Sn to the argument that minimizes Ψ
(
xSn ,x

(n)

S̃n

)
over xSn , as summarized in the following algorithm.

“Direct” GCD “Algorithm”

Choose Sn
x(n+1)

S̃n
= x(n)

S̃n

x(n+1)

Sn = arg min
xSn

Ψ
(
xSn ,x

(n)

S̃n

)
. (14.5.21)

e,ox,gcd,direct

As always, the minimization will be subject to any applicable constraints. This type of approach has been applied in a
variety of fields [99–102]. This approach is globally convergent under remarkably broad conditions [103].

In many imaging problems, the minimization (14.5.21) is difficult, even if Sn only consists of a few pixels. One
could apply any of the previously described iterative methods, such as the Newton-Raphson algorithm, to perform the
minimization (14.5.21), which would require subiterations within the iterations. A more elegant and general approach
is to combine the grouped coordinate concept with the optimization transfer approach.

14.5.8.2 Surrogate minimization

Combining the GCD approach with a surrogate function leads to “indirect” GCD algorithms. For a fully simultaneous
iteration where all pixels are updated simultaneously, the surrogate function condition (14.1.2) guarantees monotonic
decreases in Ψ. However, by working with smaller groups of parameters at a time, one can relax (14.1.2) considerably.
Essentially, the condition (14.1.2) only needs to hold on the restriction of Ψ to the parameters being updated. In
mathematical terms, when updating the group xS , we choose a surrogate function φS that satisfies the following
condition:

Ψ(x(n))−Ψ
(
xS ,x

(n)

S̃

)
≥ φS(x(n)

S ;x(n))− φS(xS ;x(n)), ∀xS ,x(n), (14.5.22)
e,ox,gcd,mono

or the following equivalent pair of conditions:

φS(x(n)

S ;x(n)) = Ψ(x(n)), ∀x(n)

φS(xS ;x(n)) ≥ Ψ
(
xS ,x

(n)

S̃

)
, ∀xS ,x(n).

Incorporating such surrogate functions into the grouped coordinate descent algorithm (14.5.21) leads to the following
very general family of methods.

“Indirect” GCD “Algorithm”

Choose Sn
Choose φSn(xSn ;x(n)) satisfying (14.5.22)

x(n+1)

S̃n
= x(n)

S̃n

x(n+1)

Sn = arg min
xSn

φSn(xSn ,x
(n)

S̃n
). (14.5.23)

e,ox,gcd

Many of the algorithms discussed in this book belong to this class of methods. Specific examples of such methods in
the imaging literature include [104–106].

14.5.9 Examples (s,ox,ex)s,ox,ex

This section gives some examples of the use of optimization transfer with quadratic surrogate for minimizing non-
quadratic cost functions.

https://creativecommons.org/licenses/by-nc-nd/4.0/


c© J. Fessler. [license] February 15, 2019 14.32

14.5.9.1 Simple 1D minimization (s,ox,ex1)s,ox,ex1

x,ox,surrogate

Example 14.5.3 Consider the problem of minimizing the cost function

Ψ(x) = ψ(x) +2ψ(x− 1),

where the strictly convex potential function ψ is the following hyperbola:

ψ(x) =
√
x2 + 1.

(This potential function arises in edge-preserving image recovery; see [76] and Table 2.1.) By Theorem 14.4.5 the
following quadratic function is a suitable surrogate function for ψ:

q(x;x(n)) = ψ(x(n)) + ψ̇(x(n))(x− x(n)) +
1

2
ωψ(x(n))(x− x(n))2,

thus a suitable surrogate function for Ψ is

φ(n)(x) , q(x;x(n)) + 2q(x− 1;x(n) − 1).

Applying Huber’s algorithm (14.3.6) using ωψ from Table 2.1 yields the following simple iteration:

x(n+1) = x(n) − ψ̇(x(n)) +2 ψ̇(x(n) − 1)

ωψ(x(n)) +2ωψ(x(n) − 1)
= x(n) −

x(n)√
(x(n))2+1

+ 2 x(n)−1√
(x(n)−1)2+1

1√
(x(n))2+1

+ 2 1√
(x(n)−1)2+1

.

Fig. 14.5.3 shows the cost function Ψ, the surrogate function φ(n), and illustrates that a few iterations of this algorithm
leads rapidly to the minimizer of Ψ.

0

3

-1 0 1

Ψ
(x

)

x

φ
(n)

(x)
Ψ(x)

{x
(n)

} (Huber)

Figure 14.5.3: Finding the minimizer of a 1D function Ψ(x) using optimization transfer (Huber’s iteration) with a
quadratic surrogate function φ(n)(x).

fig_ox_recon_ex1a

Because the curvature of ψ is bounded by unity, Böhning and Lindsay’s lower-bound algorithm (14.3.7) has the
following even simpler form:

x(n+1) = x(n) − ψ̇(x(n)) +2 ψ̇(x(n) − 1)

ωψ(0) +2ωψ(0)
= x(n) − 1

3

[
x(n)√

(x(n))2 + 1
+ 2

x(n) − 1√
(x(n) − 1)2 + 1

]
.

For comparison, the Newton-Raphson algorithm (11.4.3) for this problem is given by

x(n+1) = x(n) −
x(n)√

(x(n))2+1
+ 2 x(n)−1√

(x(n)−1)2+1

[(x(n))2 + 1]
−3/2

+ 2 [(x(n) − 1)2 + 1]
−3/2

.
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Fig. 14.5.4 compares {x(n)} for the three algorithms given above: Huber’s, Böhning and Lindsay’s, and Newton
Raphson. Divergence of NR is caused by the small curvature of the hyperbola ψ for large arguments, leading to a
poor quadratic approximation and inappropriately large steps. Huber’s method converges faster than Böhning and
Lindsay’s, because the latter uses unnecessarily large curvatures for the surrogate functions.

-1

2

0 2 4 6

x
(n

)

iteration n

Huber
Bohning-Lindsay

Newton

Figure 14.5.4: Iterates x(n) for 1D example for three algorithms.
fig_ox_recon_ex1b

14.5.9.2 l1 regression (s,ox,l1)s,ox,l1

x,ox,l1,reg

Example 14.5.4 Consider the `1 regression problem of minimizing the following cost function

Ψ̌(x) =

nd∑
i=1

|[Ax]i − bi| =
nd∑
i=1

ψ̌i([Ax]i), ψ̌i(t) = |t− bi| ,

for x ∈ Rnp and A ∈ Rnd×np . This notorious cost function is convex but need not be strictly convex, so it may not
have a unique minimizer. It is also not everywhere differentiable. We can remedy these problems by replacing the
absolute value function with a strictly convex potential function that is a close approximation, such as the following
hyperbola:

ψ(t) =
√
t2 + ε ≈ |t|, (14.5.24)

e,ox,l1,hyper

for some small ε > 0. This approximation is called corner rounding. So we replace Ψ̌ with

Ψ(x) =

nd∑
i=1

ψi([Ax]i), ψi(t) = ψ(t− bi) .

We now have a convex minimization problem; if np is small, then Huber’s algorithm (14.3.6) is a reasonable choice.
By Theorem 14.4.5, a parabola of the form (14.4.15) is a suitable surrogate function for ψ, when ωψ(s) = 1√

s2+ε
.

Thus, following (14.4.5), a suitable surrogate function for Ψ is

φ(n)(x) ,
nd∑
i=1

q([Ax]i − bi ; [Ax(n)]i − bi).

The gradient of this surrogate at x(n) is

∇φ(n)(x)|x=x(n) = A′D(ωψ([Ax(n)]i − bi)) ([Ax(n)]i − bi) = ∇Ψ(x(n)) .

The Hessian of this surrogate is

∇2∇φ(n)(x) = A′D(ωψ([Ax(n)]i − bi))A.

https://creativecommons.org/licenses/by-nc-nd/4.0/


c© J. Fessler. [license] February 15, 2019 14.34

Thus, Huber’s algorithm (14.3.6) is the following simple iteration:

x(n+1) = x(n) − [A′D(ωψ([Ax(n)]i − bi))A]
−1
A′D(ωψ([Ax(n)]i − bi)) ([Ax(n)]i − bi). (14.5.25)

e,ox,l1,huber

Again, because the curvature of ψ is bounded above by 1/
√
ε, one could also apply Böhning and Lindsay’s lower-

bound algorithm (14.3.7). However, if ε is small, then the large value of the upper bound, 1/
√
ε, may cause very slow

convergence.
As ε→ 0, the weighting function ωψ(s) approaches 1/ |s|, which was used in [107] with a heuristic modification

when the argument becomes “very small.” It is unclear whether that approach would converge, whereas Huber’s
algorithm (14.5.25) is at least guaranteed to decrease Ψ every iteration.

Some authors [108] have used Huber’s algorithm for total variation (TV) regularization without corner rounding,
in which case ωψ(t) = sgn(t)

t = 1
|t| , arguing that the singularity issue at t = 0 “is not in fact an issue” if the image is

initialized properly.

An alternative to corner rounding is to use Young’s inequality [wiki]: |st| ≤ 1
2 |s|

2
+ 1

2 |t|
2

=⇒ |t| ≤ 1
2 φ(t; s) ,

|s| + 1
2|s| |t|

2 if s 6= 0 as discussed in [109]. However, the |s| term in the denominator diverges as s → 0, leading to
numerical problems [109]. This approach should be avoided; instead use an explicit approximation like (14.5.24), or
an alternative algorithm designed for nonsmooth regularizers.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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14.6 Acceleration via momentum, e.g., FISTA (s,ox,fista)
s,ox,fista

One way to accelerate optimization transfer algorithms is to modify the update to include a momentum term, as
described below.

Optimization transfer with momentum (e.g., FISTA)
Initialize: x(0), z(1) = x(0), and choose momentum factors {βn}
for n = 1, 2, . . .

x(n) = arg min
x∈X

φ(x; z(n))

z(n+1) = x(n) + βn(x(n) − x(n−1)). (14.6.1)
e,ox,momentum

The update (14.6.1) is called a momentum term. If we choose βn = 0 then the method simplifies to a conventional
optimization transfer algorithm.

One example of such an approach is the fast iterative soft thresholding algorithm (FISTA) [43], for which

βn =
tn − 1

tn+1
, t1 = 1, tn+1 =

1 +
√

1 + 4t2n
2

, (14.6.2)
e,ox,momentum,fista,bet_n

where one can verify that the momentum factor {βn} increases monotonically towards 1 as iteration n increases.
x,os,fista,quad

Example 14.6.1 For a quadratic surrogate of the form (14.3.5), when X = Rnp , the first step simplifies to

x(n) = z(n) − J−1
n ∇Ψ(z(n)),

leading to the recursion

x(n+1) =
(
(1 + βn)x(n) − βnx(n−1)

)
− J−1

n+1∇Ψ
(
(1 + βn)x(n) − βnx(n−1)

)
.

In particular, for a quadratic cost function where∇Ψ(x) = Hx− b, and where P = J−1
n , we have the recursion[

x(n+1)

x(n)

]
=

[
(1 + βn)S −βnS

I 0

] [
x(n)

x(n−1)

]
−
[
Pb
0

]
, (14.6.3)

e,ox,momentum,quad

where S , I − PH. One can verify that the fixed point of this iteration is x̂ = H−1b if P and H are nonsingular.
If the sequence {βn} approaches a limit β, then the asymptotic convergence rate is governed by the eigenvalues of the
matrix [

(1 + β)S −βS
I 0

] [
u
v

]
= λ

[
u
v

]
so noting that u = λv and simplifying yields

(λ(1 + β)− β)S v = λ2 v .

If σ is an eigenvalue of S with corresponding eigenvector v, i.e., S v = σ v, then

λ2 − (1 + β)σλ+ βσ = 0 =⇒ λ =
(1 + β)σ ±

√
(1 + β)2σ2 − 4βσ

2
.

If σ ∈ [0, 1), which occurs when P−1 � H , as discussed in (14.1.10), then it appears that the spectral radius that

describes the root convergence factor of (14.6.1) is given by ρ =
(1+β)σ+

√
|(1+β)2σ2−4βσ|

2 and it appears that in the
scalar case, as a function of β, convergence is fastest when 0 = (1+β)2σ2−4βσ, i.e., β = 2/σ−1−

√
(2/σ − 1)2 − 1,

for which ρ = (1+β)σ
2 = 1 −

√
1− σ ≤ σ. So (14.6.1) can converge faster than ordinary optimization transfer if we

choose β appropriately.
Fig. 14.6.1 shows λ for various σ and β values.
Fig. 14.6.2 shows the root convergence factor of (14.6.1) when β is chosen optimally as a function of σ for a 1D

problem.
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Figure 14.6.1: Plots of λ for various σ and β.
fig_ox_fista_rate1
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Figure 14.6.2: Plot of the root convergence factor ρ of the optimization transfer method accelerated via momentum
versus σ, the root convergence factor for the optimization transfer algorithm for a 1D quadratic problem.

fig_ox_fista_rate1b
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14.7 Alternating-minimization procedure (s,ox,amp)
s,ox,amp

Csiszár and Tusnády [144] described an intriguing framework for developing iterative algorithms, called the alter-
nating minimization procedure. Let P and Q denote two convex sets, and let D(p ‖ q) denote some measure of
“distance” between p ∈ P and q ∈ Q, i.e., D : P × Q → R. Then given an initial q(0) ∈ Q, define the following
iteration, which alternates between updating p and q:

Step 1: p(n+1) = arg min
p∈P

D(p ‖ q(n)) (14.7.1)
e,ox,amp,p

Step 2: q(n+1) = arg min
q∈Q

D
(
p(n+1) ‖ q

)
. (14.7.2)

e,ox,amp

Conditions that ensure convergence of the sequences to the minimizer of D(p ‖ q) over P ×Q are discussed in [144].
To make such an algorithm useful for statistical image reconstruction, one must choose appropriate spaces P and

Q and an appropriate function D such that the minimizer of D corresponds to the minimizer of the cost function Ψ of
interest. Examples of this approach are given in §15.6.4, §18.13, and [145, 146].

In the context of image reconstruction problems, typical cost functions have the “partially separable” form
(14.4.1). When minimizing such cost functions over a parameter space X ⊂ Rnp , reasonable choices for P and
Q are as follows:

P ,

p = {pij} ∈ RNi×np :
np∑
j=1

pij = ti, i = 1, . . . , Ni


Q ,

{
q = q(x) ∈ RNi×np : qij = bijxj , i = 1, . . . , Ni, for some x ∈ X

}
,

where ti , arg mint ψi(t) . Natural choices for D have the form

D(p ‖ q) =

Ni∑
i=1

np∑
j=1

ψij(pij , qij), (14.7.3)
e,ox,amp,D,recon

for some functions ψij(·) chosen by the algorithm designer subject to the requirement that the minimizer of D should
correspond to the minimizer of the cost function Ψ:

arg min
x

Ψ(x) = arg min
x:q(x)∈Q

min
p∈P

D(p ‖ q(x)) . (14.7.4)
e,ox,amp,necc

For the above choices of P , Q, and D, the alternating minimization procedure reduces to the following steps.
Given a previous guess x(n), define q(n)

ij = bijx
(n)

j . Then for Step 1 of the procedure, we find

p(n+1) = arg min
p∈P

D(p ‖ q(n))

where

D(p ‖ q(n)) =

Ni∑
i=1

np∑
j=1

ψij
(
pij , q

(n)

ij

)
.

Because P has a product form and D is additively separable, Step 1 separates into the following Ni minimization
problems: {

p(n+1)

ij

}np

j=1
= arg min
{{pij}np

j=1 :
∑np

j=1 pij=ti}

np∑
j=1

ψij
(
pij , q

(n)

ij

)
, i = 1, . . . , Ni. (14.7.5)

e,ox,ampl,s1

One can solve each of these minimization problems using the method of Lagrange multipliers.
For Step 2, we find

x(n+1) = arg min
x

D
(
p(n+1) ‖ q(x)

)
= arg min

x

Ni∑
i=1

np∑
j=1

ψij

(
p(n+1)

ij , qij(x
)

). (14.7.6)
e,ox,ampl,s2
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Due to the form of Q and the additive separable form of D, Step 2 simplifies to

x(n+1)

j = arg min
xj

Ni∑
i=1

ψij

(
p(n+1)

ij , bijxj

)
, j = 1, . . . , np.

Clearly the utility of the alternating minimization procedure hinges on whether one can find choices for ψij for which
the minimizer of D corresponds to the minimizer of Ψ, and for which Steps 1 and 2 are easily solved. We will see
that such choices are readily available for the weighted least-squares cost function (§15.6.4) and for the emission
tomography log-likelihood, (§18.13). Finding a suitable choice for the transmission tomography log-likelihood is an
open problem.

14.7.1 Relationship to optimization transfer
It has perhaps not been widely appreciated that, at least in the context of image reconstruction, alternating minimization
methods are simply a special case of optimization transfer. This section describes the relationship.

We can write the two steps of an alternating minimization method as follows.

Step 1: Find p(?)(x(n)), where p(?)(x) , arg min
p∈P

D(p ‖ q(x))

Step 2: x(n+1) = arg min
x : q(x)∈Q

D(p(?)(x(n)) ‖ q(x)) (14.7.7)
e,ox,amp,new

Clearly, by this construction, the following equalities are satisfied

D(p(?)(x) ‖ q(x)) ≤ D(p ‖ q(x)), ∀x ∈X, ∀p ∈ P
D
(
p(?)(x(n)) ‖ q(x(n+1))

)
≤ D(p(?)(x(n)) ‖ q), ∀q ∈ Q,

so in particular

D
(
p(?)(x(n+1)) ‖ q(x(n+1))

)
≤ D

(
p(?)(x(n)) ‖ q(x(n+1))

)
≤ D(p(?)(x(n)) ‖ q(x(n))) .

In all examples of alternating minimization methods for image reconstruction that I have seen, the functionD is chosen
such that

Ψ(x) = D(p(?)(x) ‖ q(x)) = min
p∈P

D(p ‖ q(x)), (14.7.8)
e,ox,amp,suff

which is sufficient to ensure (14.7.4). Combining the two previous equations, we see immediately that Ψ
(
x(n+1)

)
≤

Ψ(x(n)), i.e., alternating minimization methods of the above form are monotonic descent methods.
In terms of an optimization transfer viewpoint, the equivalent surrogate function is

φ(n)(x) = D(p(?)(x(n)) ‖ q(x))

for which
φ(n)(x(n)) = D(p(?)(x(n)) ‖ q(x(n))) = Ψ(x(n))

φ(n)(x) = D(p(?)(x(n)) ‖ q(x)) ≥ D(p(?)(x) ‖ q(x)) = Ψ(x) .

This surrogate function satisfies the required conditions (14.1.4) when (14.7.8) holds.
Some authors apparently find the “geometric” perspective offered by Csiszár and Tusnády’s paper [144] to be in-

sightful. Although the optimization transfer approach may lack this geometric structure, only basic algebra is required
to derive an algorithm using optimization transfer.

14.7.2 Incremental methodss,ox,amp,inc

Neal and Hinton [147] developed an incremental extension of EM algorithm, and the incremental concept is also
applicable to alternating minimization when D has the form (14.7.3). Instead of updating every element of p in
(14.7.1), it may be easier to update only a subset of the pij terms, and hold the remaining pij terms to their previous
values. Then one updates q using (14.7.2) using all of the current pij estimates, some of which were more recently
updated than others.

With such an incremental update of p, the algorithm will monotonically decrease D, but no longer will the algo-
rithm monotonically decrease the original cost function. However, convergence can still be established under certain
assumptions [148–151]. See §14.11 for a general formulation in terms of optimization transfer.
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14.8 Difference of convex functions procedure (s,ox,dc)
s,ox,dc

Suppose we have a cost function of the form

Ψ(x) = f(x)− g(x)

where both f and g are convex (and closed and proper). Then by (28.9.15)

g(x) = inf
z

(g?(z)− 〈z, x〉) ,

minimizing Ψ(x) is equivalent to
min
x,z

f(x)− 〈z, x〉+g?(z).

This approach is called the difference of convex functions (DC) method [152–156], also known as the concave-
convex procedure (CCCP) [157].

14.9 Expectation-maximization (EM) methods (s,ox,em)
s,ox,em

The expectation-maximization (EM) family of algorithms provides methods for computing the maximum-likelihood
(ML) estimate θ̂ of an unknown parameter vector θtrue residing in subset Θ of Rnp , from a measured realization
y ∈ Rnd of an observable random vector Y having the probability mass function7 p(y;θtrue), where θtrue is the true
value of the unknown parameter. Computationally, for ML estimation we must find the maximizer of a log-likelihood
merit function8:

θ̂ , arg max
θ∈Θ

L(θ), (14.9.1)
e,ox,em,problem

where the log-likelihood is given by
L(θ) , log p(y;θ) . (14.9.2)

e,ox,em,L

For a wide variety of important statistical estimation problems, direct maximization of L(θ) is intractable, so one must
resort to iterative methods.

As noted by Lange et al. [3], “Many specific EM algorithms can even be derived more easily by invoking opti-
mization transfer rather than missing data.” Indeed, this conclusion applies to all of the EM algorithms considered in
this book . In short, my view is that the EM approach is an obsolete method for deriving optimization algorithms for
image reconstruction algorithms9. Our presentation is thus primarily for historical completeness.

As illustrated in Example 14.9.3 below, in many estimation problems one can imagine a hypothetical experiment
that would yield a more extensive measurement vector that, if observed, would greatly simplify the parameter estima-
tion problem. This measurement vector is called the “complete data” in EM terminology, and is the basic ingredient in
deriving a specific EM algorithm10. The EM method is a special case of the optimization transfer approach described
in §14.1, in which we replace the maximization of L(θ) with the maximization of another functional Q(θ;θ(n)) that
is related to the condition log-likelihood of the complete-data given the observed data. Of course if we choose the
complete-data vector unwisely, then the problem of maximizing Q(·;θ(n)) may end up being as difficult as the orig-
inal maximization problem, requiring inconvenient numerical methods like line searches. But with a wise choice
for the complete-data vector, often one can maximize Q(·;θ(n)) analytically, a tremendous simplification. Even if
one cannot maximize Q analytically, one can often choose complete-data vectors such that it is easier to evaluate
Q(·;θ(n))−Q(θ(n);θ(n)) than L(·)− L(θ(n)), so line searches for maximizing Q(·;θ(n)) would be cheaper than line
searches for maximizing L(·). The statistical formulation of the functionals Q inherently ensures that increases in Q
yield increases in L(θ).

To construct the surrogate functions Q, we must identify an admissible complete-data vector defined in the follow-
ing sense.

7 For simplicity, we restrict our description to discrete-valued random variables. The method is easily extended to general distributions [160].
8 For consistency with the majority of the EM literature, we use θ to denote the unknown parameter vector and L(θ) to denote the merit function

to be maximized, rather than considering minimization of a cost function Ψ(x) as described in previous sections.
9 However, it must be said that distinguished statisticians have been unable to prove that optimization transfer provides a strictly broader family

of methods than EM. (See the discussion by Meng in [3].)
10 The discussants of the seminal EM paper [6] complained about the term “algorithm” because the EM approach in fact yields a whole family

of algorithms depending on the designer’s choice of a complete data vector.
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d,complete-data

Definition 14.9.1 A random vector Z with probability mass function p(z;θ) is an admissible complete-data vector
for p(y;θ) if the joint distribution of Z and Y satisfies

p(y, z;θ) = p(y | z) p(z;θ), (14.9.3)
e,ox,em,admit

i.e., the conditional distribution p(y | z) must be independent of θ.

The definition used for the classical EM algorithm [6] is contained as a special case of Definition 14.9.1 by requiring
Y to be a deterministic function of Z [160]. In non-imaging statistical problems, often Z = (Y ,Ymissing) where
Ymissing denotes unobserved or “missing” data; in imaging problems this decomposition is rarely natural.

14.9.1 Algorithm
An essential ingredient of any EM algorithm is the following conditional expectation11 of the log-likelihood of Z:

Q(θ;θ(n)) , E[log p(Z;θ) |Y = y;θ(n)] (14.9.4)
e,ox,em,Q

=
∑
z

[log p(z;θ)] p(z |Y = y;θ(n)) . (14.9.5)
e,ox,em,estep

Let θ(0) ∈ Θ be an initial parameter estimate. A generic EM algorithm produces a sequence of estimates {θ(n)}∞n=0

via the following recursion.

EM “Algorithm”
for n = 0, 1, . . . {

1. Choose an admissible complete-data vector Z

2. E-step: “Compute” Q(θ;θ(n)) using (14.9.4)

3. M-step:
θ(n+1) = arg max

θ∈Θ
Q(θ;θ(n)) (14.9.6)

e,ox,em,mstep

}.

If one chooses the complete-data vectors appropriately, then typically one can combine the E-step and M-step via an
analytical maximization into a recursion of the form θ(n+1) =M(θ(n)). The examples in later sections illustrate this
important aspect of the EM method.

Note that if one chooses Z = Y , then one sees from (14.9.4) that Q(θ;θ(n)) = L(θ), and the maximization
problem (14.9.6) reverts to the original problem (14.9.1).

Rather than requiring a strict maximization in (14.9.6), one could settle simply for local maxima [160], or for mere
increases inQ, in analogy with generalized EM (GEM) algorithms [6], as described in §14.9.5. These generalizations
provide the opportunity to further refine the trade-off between convergence rate and computation per-iteration.

14.9.2 Monotonicity (s,ox,em,mono)s,ox,em,mono

Many standard optimization methods require line searches with evaluation of L
(
θ(n+1)

)
− L(θ(n)) to ensure mono-

tonicity. An appealing property of the EM method is that it provides intrinsically monotonic iterative algorithms, as
established in following theorem.

t,ox,em,mono

Theorem 14.9.2 Let {θ(n)} denote the sequence of estimates generated by an EM algorithm (14.9.6) with surrogate
function Q satisfying (14.9.4) Then 1) L(θ(n)) is monotonically nondecreasing, i.e., L

(
θ(n+1)

)
≥ L(θ(n)), 2) if θ̂

maximizes L(·), then θ̂ is a fixed point of the EM algorithm, and 3)

L
(
θ(n+1)

)
− L(θ(n)) ≥ Q(θ(n+1);θ(n))−Q(θ(n);θ(n)).

11 The summation
∑

z is over the range of values of Z, and 0 log 0 is interpreted as zero.
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Proof (see e.g., [16, p. 118] or [6]):
Applying Bayes’ rule to (14.9.4) using (14.9.3) we see that

Q(θ;θ(n)) =
∑
z

p(z |Y = y;θ(n)) log p(z;θ)

=
∑
z

p(z |Y = y;θ(n)) log
p(z |Y = y;θ) p(y;θ)

p(y | z)

= L(θ) +H(θ;θ(n))−W (θ(n)), (14.9.7)
e,ox,em,qhl

where L is defined in (14.9.2),

H(θ;θ(n)) , E[log p(Z |Y = y;θ) |Y = y;θ(n)], (14.9.8)
e,ox,em,hs

and
W (θ(n)) ,

∑
z

p(z |Y = y;θ(n)) log p(y | z) .

Because W is independent of θ, it does not affect the maximization (14.9.6). Using Jensen’s inequality (28.9.8):

H(θ;θ(n))−H(θ(n);θ(n)) =
∑
z

p(z |Y = y;θ(n)) log

(
p(z |Y = y;θ)

p(z |Y = y;θ(n))

)

≤ log

(∑
z

p(z |Y = y;θ(n))
p(z |Y = y;θ)

p(z |Y = y;θ(n))

)
= 0,

so
H(θ;θ(n)) ≤ H(θ(n);θ(n)), ∀θ, ∀θ(n). (14.9.9)

e,ox,em,H,jensen

From (14.9.7) it follows that

L(θ)− L(θ(n)) = [Q(θ;θ(n))−H(θ;θ(n))]− [Q(θ(n);θ(n))−H(θ(n);θ(n))]

= [Q(θ;θ(n))−Q(θ(n);θ(n))] + [H(θ(n);θ(n))−H(θ;θ(n))]

≥ Q(θ;θ(n))−Q(θ(n);θ(n)),

by (14.9.9). Thus, if we find any value θ(n+1) satisfying Q(θ(n+1);θ(n)) ≥ Q(θ(n);θ(n)), then we are assured that
L
(
θ(n+1)

)
≥ L(θ(n)). The results then follow from the definition of the EM algorithm. 2

This proof can be generalized for mixed discrete/continuous random variables. See [16, p. 119] for a rigorous
treatment.

It follows from (14.9.7) and (14.9.9) that

∇10Q(θ(n);θ(n)) , ∇θQ(θ;θ(n))|θ=θ(n) = ∇ L(θ(n)) . (14.9.10)
e,ox,em,dQ=dL

Thus, the EM surrogate function Q satisfies the important condition (14.1.5) of a surrogate function for optimization
transfer.

14.9.3 Asymptotic convergence rate (s,ox,em,rate)s,ox,em,rate

Because EM algorithms are special cases of optimization transfer methods, analysis of the asymptotic convergence
rate of EM algorithms follows directly from §14.1.5 (which was in fact inspired by similar analysis in [6]).

For a statistical interpretation of (14.1.9), we can apply (14.9.7) to note that

I −
[
−∇20Q

]−1 [−∇2 L
]

= I −
[
−∇2L−∇20H

]−1 [−∇2 L
]
,

The Hessian matrix −∇2 L is called the observed Fisher information matrix of the incomplete-data, whereas the
matrix −∇2H quantifies how much more informative is the hypothesized complete data relative to the measured
incomplete data. From the above expression, in light of the convergence rate analysis in §14.1.5, we see that if
one chooses an overly informative complete data, then the resulting EM algorithm will converge very slowly. This
relationship is examined quantitatively in [34, 161] (cf. §15.5.3).

https://creativecommons.org/licenses/by-nc-nd/4.0/


c© J. Fessler. [license] February 15, 2019 14.42

14.9.4 Example application with missing data (s,ox,em,ex)s,ox,em,ex

x,ox,em

Example 14.9.3 This example illustrates an EM approach in the context of a traditional missing-data problem. Sup-
pose we attempt to collect three independent and identically distributed samples of a random vector Z ∈ R2 having

a normal distribution with unknown mean θ = [θ1 θ2]
′ but known12 covariance K =

[
1 ρ
ρ 1

]′
with ρ = 1/2. Due

to instrumentation failure13, suppose that rather than recording [Z1 Z2 Z3] =

[
Z11 Z21 Z31

Z12 Z22 Z32

]
we only record

(observe):

[Y1 Y2 Y3] =

[
y11 y21

y12 y32

]
=

[
60 0
30 0

]
.

From the observed values (Y1,Y2,Y3) we wish to determine the ML estimate of θ. The naive estimate of θ would just
take the average of the available measurements in each row:

θ̂naive =

[
Y11+Y21

2
Y12+Y32

2

]
=

[
60+0

2
30+0

2

]
=

[
30
15

]
. (14.9.11)

e,ox,em,naive

Another option would be to discard all the vectors with missing elements, which in this case would leave just Y1, with
corresponding estimate θ̂discard = (60, 30). However, these are not the same as the ML estimate for this problem.
Fig. 14.9.1 displays contours of the log-likelihood:

L(θ) ≡ log

3∏
i=1

1√
|det{S′iKSi}|

exp

(
−1

2
(yi − Siθ)′[S′iKSi]

−1(yi − Siθ)

)
,

where

S1 ,

[
1 0
0 1

]
, S2 ,

[
1 0

]
, S3 ,

[
0 1

]
, y1 =

[
60
30

]
, y2 = 0, y3 = 0.

From Fig. 14.9.1 it is clear that the ML estimate is θ̂ =
[

28 8
]′
. However, for larger problems we must apply

numerical procedures to find θ̂, and EM algorithms can be convenient choices.
For this problem the natural complete-data vector is Z =

[
Z11 Z21 Z31 Z12 Z22 Z32

]′
, where Zi

variables are independent. In this example, the corresponding conditional pdf mentioned in (14.9.3) is

p(y | z) = δ(y11 − z11) δ(y21 − z21) δ(y12 − z12) δ(y32 − z32),

where δ(·) denotes the Dirac unit impulse. To derive the corresponding EM algorithm, we first compute the complete-
data log-likelihood, and then the Q function (14.9.4). The log pdf of Z is given by

log p(Z;θ) = log
3∏
i=1

p(Zi;θ)

≡ −
3∑
i=1

1

2
(Zi − θ)′K−1(Zi − θ)

≡ −3

2
θ′K−1θ + θ′K−1

3∑
i=1

Zi.

Thus the Q function is:

Q(θ;θ(n)) = E[log p(Z;θ) |Y = y;θ(n)] ≡ θ′K−1
3∑
i=1

E[Zi |Yi = yi;θ
(n)]−3

2
θ′K−1θ.

To find the maximizer over θ we zero the gradient of Q:

0 = ∇θQ(θ;θ(n)) = K−1
3∑
i=1

E[Zi |Yi = yi;θ
(n)]−3K−1θ.

12 The assumption of known covariance may be artificial, but greatly simplifies this didactic example.
13 We assume that the cause of this failure is statistically independent from the measurement noise.
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Solving for θ yields the iteration:

θ(n+1) =
1

3

3∑
i=1

E[Zi |Yi = yi;θ
(n)] . (14.9.12)

e,ox,em,ex,1

This iteration has the following natural interpretation: using the most recent parameter estimate θ(n), we compute the
conditional expectation of the complete-data vectors Zi, and then we compute the average of those estimates of Zi
(which would have been the ML estimator for θ if we had observed all of the Zi values.)

To finalize the iteration, we must evaluate the conditional expectations in (14.9.12). Because Zi is a normal
random vector and Yi = SiZi, the conditional expectation of Zi given Yi has the following form [162, p. 302] [163,
p. 325]:

E[Zi |Yi;θ(n)] = E[Zi;θ
(n)] +KZi,Yi

K−1
Yi

(Yi − E[Yi;θ
(n)]),

whereKZi,Yi
= Cov{Zi,Yi} = Cov{Zi,SiZi} = Cov{Zi}S′i. Thus in this example:

E[Zi |Yi;θ(n)] = θ(n) +KS′i[SiKS
′
i]
−1(Yi − Siθ(n)).

Combining the preceding expressions yields the following final form for the EM algorithm for this example:

θ(n+1) = θ(n) +K
1

3

3∑
i=1

S′i[SiKS
′
i]
−1(yi − Siθ(n))

= θ(n) +
1

3

[([
60
30

]
− θ(n)

)
+

([
1

1/2

]
(0− θ(n)

1 )

)
+

([
1/2
1

]
(0− θ(n)

2 )

)]
. (14.9.13)

e,ox,em,ex

Fig. 14.9.1 illustrates the iterates produced by this EM algorithm when initialized with the naive estimator (14.9.11).
In this simple example, the EM algorithm approaches the ML estimate fairly rapidly. Unfortunately the convergence
is much slower in the tomographic applications discussed in subsequent chapters.

8

15

28 30

x
2

x1

ML Estimate
Naive Estimate
EM Iterates 0-5

SAGE Iterates 0-2
θ

(0)

Figure 14.9.1: Contours of the log-likelihood L(θ) in Example 14.9.3, along with a trajectory of EM iterates {θ(n)}
(see (14.9.13)) and the SAGE iterates (see (14.12.7)) converging from the initial naive estimate θ(0) from (14.9.11)
towards the ML estimate θ̂.

fig_em1

14.9.5 Generalized EM (GEM) methods (s,ox,em,gem)s,ox,em,gem

The final lines of proof of monotonicity in Theorem 14.9.2 show that it is unnecessary to perform an exact maximiza-
tion in the M-step (14.9.6) of an EM algorithm. As long as we find a value θ(n+1) that increases the surrogate function
Q, we are assured of a monotone increase in the log-likelihood L. Such algorithms were termed generalized EM
(GEM) methods in [6], and have been applied in image reconstruction e.g., [164].
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14.9.6 Relationship to optimization transfer methods
The EM approach is a special case of an optimization transfer method. Let Ψ(x) = − L(x) denote the cost function
that is minimized for ML estimation. Define the following surrogate function

φ(n)(x) = Ψ(x) +D(p(z|y;θ(n)) ‖ p(z|y;θ)), (14.9.14)
e,ox,em,surr

where D(p ‖ q) is the Kullback-Leibler divergence for probability distributions, defined by

D(p ‖ q) =
∑
z

p(z) log
p(z)

q(z)
.

Because D(p ‖ q) ≥ D(p ‖ p) = 0, (see §17.4.3), it follows that (14.9.14) satisfies the surrogate conditions (14.1.4).
By arguments similar to those in Theorem 14.9.2, the above surrogate φ(n) is related to the EM surrogateQ(θ;θ(n))

as follows:
φ(n)(x) = −Q(θ;θ(n))−W (θ(n)) +H(θ(n);θ(n)), (14.9.15)

e,ox,em,sur,vs,Q

i.e., they are the same except for a sign and an additive constant that is independent of θ.

14.9.7 Generalizations (s,ox,em,more)s,ox,em,more

EM algorithms have been applied to a tremendous variety of applications, e.g., [50, 99, 165–173]. Several papers
have analyzed convergence more carefully, correcting an error in the proof of the original paper by Dempster et al.
[144, 174, 175]. Many extensions of the basic EM algorithm have been proposed in the literature, e.g., [161, 176–
180], including consideration of problems with constraints [177, 181, 182]. For example, the cascade EM algorithm
[183] is a generalization based on a hierarchy of nested complete-data spaces. Recursive EM algorithms for time-
varying applications have also been proposed [184, 185], as have versions with asynchronous updates [186] for image
segmentation with Markov random fields (MRF) s.

Some papers focus on computing the (approximate) covariance matrix of θ̂ [187–191].
Because the EM algorithm converges so slowly, even at sublinear rates [192] in some cases, a particularly large

segment of the literature has been devoted to methods for accelerating the EM algorithm [14, 36, 42, 193–196] Often
the goal of such methods is to provide EM-like monotone increases in L(θ) in the initial iterations far from the
maximizer, but faster Newton-like convergence rates as the solution is approached. Because EM methods are special
cases of optimization transfer methods many acceleration methods for OT also apply to EM, including momentum-
type approaches [140].

One acceleration method that was originally motivated by imaging problems is the family of space-alternating
generalized EM (SAGE) algorithms described in §14.12.

14.9.8 Incremental EM algorithms (s,ox,em,inc)s,ox,em,inc

An interesting generalization is the incremental EM algorithm proposed by Neal and Hinton [147]. The method has
been shown to converge [148], albeit non-monotonically in L(·) [150]. It has been applied to PET (see §17.7.2) [151,
197]. A closely related method has been applied to mixture models [198, 199].

The incremental EM approach is based on defining

F̄ (p̃,θ) , − L(θ) +D(p̃ ‖ p(z|y;θ))

for any probability distribution p̃, and using (14.9.14) to write the EM algorithm as follows:

E-step: p̃(n) = arg minp̃ F̄ (p̃,θ(n))
M-step: θ(n+1) = arg minθ F̄

(
p̃(n),θ

) .
(The minimization in the E-step is restricted to valid probability distributions.)

In many applications including imaging problems, the conditional distribution of the complete data z often factors
as follows:

p(z|y;θ(n)) =

M∏
m=1

pm(zm|ym;θ(n)),
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where z = (z1, . . . ,zM ) is some decomposition of the complete data. Rather than updating the (estimated) distri-
bution of the entire vector z each iteration, one could update just the (conditional) distribution of zm for the E-step,
thereby possibly reducing computation. Let

p̃ =
∏
m

p̃m

and, assuming that
p(y;θ) =

∏
m

p(ym;θ)

define
F̄ (p̃,θ) =

∑
m

F̄m(p̃m,θ)

where
F̄m(p̃m,θ) = − log p(ym;θ) +D(p̃m ‖ pm(zm|ym;θ)) . (14.9.16)

e,ox,em,inc,Finc_m

This suggests the following iterative algorithm.

Incremental EM method
for m = 1, . . . ,M

p̃
(n+m/M)

l =

 arg min
p̃l

F̄l

(
p̃l,θ

(n+(m−1)/M)

)
, l = m

p̃
(n+(m−1)/M)

l , l 6= m

θ(n+m/M) = arg min
θ

F̄
(
p̃(n+m/M),θ

)
, (14.9.17)

e,ox,em,inc

where θ(n+1) = θ(n+M/M).
This algorithm monotonically decreases the function F̄ (p̃,θ) each iteration, but is not guaranteed to monotonically

increase the likelihood. §17.7.2 describes its application to emission tomography.
Notice that the entire parameter vector θ is updated simultaneously during the M-step of each iteration of the

incremental EM approach. In contrast, the SAGE algorithm of §14.12 only updates a portion of θ at a time.

14.10 Incremental gradient or ordered subset methods (s,ox,os)
s,ox,os

Essentially all of the cost functions of interest in image reconstruction are sums of functions:

Ψ(x) =

M∑
m=1

Ψm(x), (14.10.1)
e,ox,Kx,part,sep

a form that is sometimes called partially separable, e.g., [200] or additive-separable [201]. Most algorithms involve
the gradient of Ψ, which is also partially separable:

∇Ψ(x) =

M∑
m=1

∇Ψm(x) .

Experience in both tomographic image reconstruction and other optimization problems has shown that in the early
iterations of many algorithms, one can replace ∇Ψ(x(n)) with ∇Ψm(x(n)) yet still compute an x(n+1) that is “im-
proved” over x(n) but with less computation. In the optimization literature, such approaches are called incremental
gradient methods [147, 202–208], and these methods date back to the 1960s in that field e.g., [201]. In tomography,
these methods are called ordered subsets methods, because only a subset of the projection views are used each “subit-
eration,” and the ordering of the views can be important [209–218]. The term block iterative has also been used [219,
220]. These methods are also related closely to stochastic gradient descent methods [wiki] [221–244].

In mathematical terms, suppose we have an iterative algorithm of the form

x(n+1) = x(n) −D0(x(n))∇Ψ(x(n)),

for some matrix D0(·), that is typically diagonal. We can consider instead an algorithm with subiterations such as the
following14.

14 In some cases it is desirable to change the matrix D0 to a somewhat different matrix D(·).

https://creativecommons.org/licenses/by-nc-nd/4.0/
http://en.wikipedia.org/wiki/Stochastic_gradient_descent
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x(0)

−∇Ψ1

(
x(0)

)−∇Ψ2

(
x(0)

) −∇Ψ
(
x(0)

)
x(n)

−∇Ψ1(x(n))

−∇Ψ2(x(n))
−∇Ψ(x(n))

arg max
x

Ψ1(x)

arg max
x

Ψ2(x)
x̂

Figure 14.10.1: Geometrical view of ordered subsets principle.
fig,os,geom

Incremental gradient or ordered-subset method
for m = 1, . . . ,M

x(n+m/M) = x(n+(m−1)/M) −MD(x(n+(m−1)/M))∇Ψm

(
x(n+(m−1)/M)

)
, (14.10.2)

e,ox,os

where x(n+1) = x(n+M/M). A complete iteration involves cycling through all the subsets indexed by m so that all
data is used. Several examples of such algorithms are given throughout the book. They are important in part due to
their commercial availability for both PET and SPECT systems.

Convergence results for relaxed ordered-subsets algorithms are given in §14.6. Without relaxation however, such
algorithms usually do not converge (except when M = 1) [245]. Nevertheless, in the early iterations, using ordered
subsets usually accelerates “convergence” by a factor of roughly M , due in part to “inflating” the step size by “M”
in (14.10.2).

Fig. 14.10.1 illustrates geometrically why the OS principle can work. For x(n) far from the minimizer x̂, if
we choose the subsets to be “balanced” in some appropriate sense, then the gradient vectors ∇Ψm(x(n)) for m =
1, . . . ,M all point roughly in the same direction as the overall gradient∇Ψ(x(n)), i.e.,

∇Ψ(x(n)) ≈M ∇Ψm(x(n)), m = 1, . . . ,M. (14.10.3)
,ox,os,grad,approx

Because ∇Ψ(x(n)) need not point exactly towards x̂ anyway, it seems reasonable to use M ∇Ψm(x(n)) in place of
∇Ψ(x(n)) for the update because less computation is needed to evaluate∇Ψm. Unfortunately, as the sequence {x(n)}
approach the minimizer x̂, the subset gradient vectors point in increasingly different directions, so an unrelaxed OS
algorithm will oscillate and possibly reach a limit cycle. Indeed, in the absence of constraints, in the limit the subset
gradient vectors must satisfy

0 = ∇Ψ(x̂) =

M∑
m=1

∇Ψm(x̂),

so the vectors are necessarily pointing in opposite directions!
Fig. 14.10.1 also illustrates the desirability of choosing the subsets that satisfy the following subset gradient

balance condition:
∇Ψ1(x) ≈ ∇Ψ2(x) ≈ · · · ≈ ∇ΨM (x)

for x far from x̂.
Fig. 14.10.2 and Fig. 14.10.3 show subset choices that do and do not satisfy the subset gradient balance condition.

The cost function is a weighted least-squares form ‖y −Ax‖2 , where the rows of A correspond to a discretization
of the 2D Radon transform for tomography. For Fig. 14.10.2, we decomposed the cost function Ψ into even (m = 1)
and odd (m = 2) projection views. For a uniform initial image x(0) (that is far from the minimizer x̂), Fig. 14.10.2
shows that the exact gradient∇Ψ

(
x(0)

)
is closely matched by the subset gradients 2∇Ψ1

(
x(0)

)
and 2∇Ψ2

(
x(0)

)
.

In contrast, in Fig. 14.10.3 we chose the first subset to correspond to the views with angles in [0◦, 90◦) and the
second subset to corresponded to [90◦, 180◦). In this case, even for the same initial image x(0) that is far from x̂, the
subset gradients poorly match the exact cost function gradient. So this choice of subsets does not satisfy the subset
gradient balance condition.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 14.10.2: Here the initial image x(0) is far from the solution so the incremental gradients, i.e., the gradients
computed from just the even or odd angles, agree well with the full gradient.

fig_os_gradient
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Figure 14.10.3: Here the first subset was angles 0-90◦, and the second subset was angles 90-180◦, roughly speaking.
Now the incremental gradients do not agree as well with the full gradient. (Of course the sum of the two incremental
gradients would still equal the full gradient.) This imbalance is expected to slow “convergence.”

fig_os_imbalance
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Instead of using a “gradient descent” type of iteration like (14.10.2), one could use the the gradient approximation
(14.10.3) within a more sophisticated optimization method such as the precondition conjugate gradients (PCG)
method [246].

For regularized cost functions, it is reasonable to try to initialize the iterations with as good of a starting point x(0)

as possible, meaning x(0) ≈ x̂. In these cases, it is less clear whether OS approaches are effective.
When more than two subsets are used, the ordering of the subsets may affect the initial convergence rate. To make

the fastest initial progress, it seem desirable to choose subsets whose corresponding gradient vectors are “as orthogonal
as possible.” In tomography, “balance” usually means using equally-spaced subsets of the projection angles, where
these subsets are used in an ordering that skips around between angles that are spaced far apart.

One approach uses an access order that is equivalent to the FFT bit reversal ordering [247]. For example, if we
have 48 projection angles numbered 0 through 47, then for M = 8 we could use the following subsets

S1 = {0, 8, 16, 24, 32, 40} , S5 = {1, . . .} ,
S2 = {4, 12, . . . , 44} , S6 = {5, . . .} ,
S3 = {2, 10, . . .} , S7 = {3, . . .} ,
S4 = {6, . . .} , S8 = {7, 15, . . . , 47} .

x,ox,os,sps

Example 14.10.1 Consider the general separable quadratic surrogates (SQS) algorithm given by (14.5.13). Let
{Sm} be a partition of the set {1, . . . , Ni}. Then the natural ordered-subsets (OS-SQS) version is

x
(n+m/M)

j =

[
x

(n+(m−1)/M)

j − M

d(n)

j

∑
i∈Sm

bij ψ̇i

(
[Bx(n+(m−1)/M)]i

)]
+

, j = 1, . . . , np, (14.10.4)
e,ox,os,sps

where d(n)

j was defined in (14.5.10). Because OS algorithms are not guaranteed to monotonically decrease the cost
function, it is particularly reasonable to use the precomputed maximum curvatures (14.4.12), or the following “New-
ton curvatures”

c̆i = ψ̈i

(
arg min

t
ψi(t)

)
. (14.10.5)

e,ox,recon,curv,newton

This saves computation because we can precompute the dj values prior to iterating.
If the subsets have different sizes |Sm|, then we would replace the multiplier M in (14.10.4) with Ni/ |Sm|.

Incremental gradient methods without locks (to reduce synchronization overhead in parallel systems) have also
been proposed [233]. One can form convergent OS methods by increasing the number of subsets as iterations proceed
[224, 248, 249]. See also [237].

14.11 Incremental optimization transfer (IOT) (s,ox,inc)
s,ox,inc

This section generalizes the incremental EM approach of §14.9.8 by allowing broad family of surrogate functions
within the optimization transfer framework, rather than being limited to EM-type surrogates.

As in §14.10, assume that the cost function Ψ has the partially separable form (14.10.1). Assume furthermore that,
for each sub-cost function Ψm(x), we can find a surrogate function φm that satisfies the usual majorization conditions:

φm(x;x) = Ψm(x), ∀x
φm(x; x̄) ≥ Ψm(x), ∀x, x̄. (14.11.1)

e,ox,inc,major

Inspired by (14.9.16), define the following “divergence” functions:

Dm(x ‖ x̄) , φm(x; x̄)−Ψm(x), m = 1, . . . ,M. (14.11.2)
e,ox,inc,Dam

By construction, Dm(x ‖ x̄) ≥ 0 and Dm(x ‖x) = 0, and in particular:

arg min
x̄

D(x ‖ x̄) = x.

Now define the following augmented cost function:

F̄ (x; x̄1, . . . , x̄M ) = Ψ(x) +

M∑
m=1

Dm(x ‖ x̄m) =

M∑
m=1

φm(x; x̄m) . (14.11.3)
e,ox,inc,F

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Because of the properties of Dm(· ‖ ·), the estimator x̂ can be expressed as follows:

x̂ = arg min
x

Ψ(x) = arg min
x

min
x̄1,...,x̄M

F̄ (x; x̄1, . . . , x̄M ) . (14.11.4)
e,ox,inc,xh,F

So the problem of minimizing Ψ is equivalent to minimizing F̄ . Given an initial set of estimates x̄(0)
m for m =

1, . . . ,M , we minimize F̄ by applying a cyclic coordinate descent approach in which we alternate between updating
x and one of the x̄m vectors, as follows.

Generic incremental optimization transfer (IOT) method
Initialize x̄(0)

1 , . . . , x̄(0)

M

for n = 0, 1, . . .
form = 1, . . . ,M

xnew := arg min
x

F̄
(
x; x̄(n+1)

1 , . . . , x̄(n+1)

m−1 , x̄
(n)

m , x̄(n)

m+1, . . . , x̄
(n)

M

)
(14.11.5)

e,ox,inc,xnew

x̄(n+1)

m = arg min
x̄m

F̄
(
xnew; x̄(n+1)

1 , . . . , x̄(n+1)

m−1 , x̄m, x̄
(n)

m+1, . . . , x̄
(n)

M

)
= xnew. (14.11.6)

e,ox,inc,xbm,new

The implementation details depend on the structure of the surrogates, but regardless the method will require storing at
least M vectors of length np. This is the primary drawback of incremental methods when M and np are large.

The operation (14.11.6) is trivial; all of the “work” occurs in (14.11.5). This is an “incremental” form of opti-
mization transfer because each subiteration updates only one of the x̄m vectors in (14.11.6), and thus only one of the
surrogates φm. If one were to update all of the x̄m vectors in (14.11.6), then the algorithm would revert to an ordinary
optimization transfer method, and, in many applications, the update (14.11.5) would require aboutM times more work
when all of the x̄m values have been updated than when only one of the x̄m values have changed.

Each update will decrease F̄ monotonically. And by (14.11.4), if the iterates converge to a minimizer of F̄ , then
that estimate also minimizes Ψ. However, Ψ need not decrease monotonically with this algorithm.

An alternative way to write the update is as follows:

x(n+1+(m−1)/M) = arg min
x

F̄
(
x;x(n+1+0/M), . . . ,x(n+1+(m−2)/M), x(n+(m−1)/M), . . . ,x(n+(M−1)/M)

)
.

14.11.1 Quadratic surrogates
The IOT approach is particularly simple if the surrogates φm are quadratic, i.e., if

φm(x; x̄) = Ψm(x̄) + (x− x̄)
′∇Ψm(x̄) +

1

2
(x− x̄)′ C̆m(x̄)(x− x̄),

where each C̆m is a np × np Hermitian positive-semidefinite matrix that one must choose to ensure (14.11.1). Fur-
thermore, for simplicity consider the case of unconstrained estimation. Given x̄1, . . . , x̄M , the minimizer over x in
(14.11.5) above satisfies

0 =

M∑
m=1

[
∇Ψm(x̄m) + C̆m(x̄m)(xnew − x̄m)

]
.

In other words, [
M∑
m=1

C̆m(x̄m)

]
xnew =

M∑
m=1

[
C̆m(x̄m) x̄m −∇Ψm(x̄m)

]
.

This relationship leads to the following general form for (unconstrained) incremental quadratic surrogate algo-
rithms.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Incremental quadratic surrogate algorithm (unconstrained) - efficient form
Initialize {x̄m :m = 1, . . . ,M}
Cm := C̆m(x̄m), m = 1, . . . ,M
vm := Cmx̄m −∇Ψm(x̄m), m = 1, . . . ,M

Ĉ :=
∑M
m=1Cm

v̂ :=
∑M
m=1 vm

for n = 1, 2, . . .
form = 1, . . . ,M

x̂:=Ĉ−1 v̂ (14.11.8)
e,ox,inc,xnew,quad,eff

Ĉ := Ĉ −Cm
v̂ := v̂−vm

Cm := C̆m(x̂) (14.11.9)
vm := Cm x̂−∇Ψm(x̂) (14.11.10)

Ĉ := Ĉ +Cm

v̂ := v̂+vm .

end
end

Figure 14.11.1: Efficient “state vector” implementation of a generic incremental optimization transfer (IOT) algorithm
based on quadratic surrogate functions with curvatures C̆m.

fig,ox,inc,qs,eff

Incremental quadratic surrogate algorithm (unconstrained)
Initialize {x̄m :m = 1, . . . ,M}
for n = 1, 2, . . .

form = 1, . . . ,M

x̄m :=

[
M∑
l=1

C̆l(x̄l)

]−1 M∑
l=1

[
C̆l(x̄l) x̄l −∇Ψl(x̄l)

]
. (14.11.7)

e,ox,inc,xnew,quad

end
end

If each C̆m is diagonal, this form requires storing 3M + 2 vectors of length np.
One can avoid performing the summations at every subiteration by maintaining those sums as a state vector and

state matrix that are updated incrementally, as shown in Fig. 14.11.1. If each C̆m is diagonal, then this implementation
requires storing 2M + 3 vectors of length np. If the curvature matrices C̆m are precomputed (i.e., are independent of
x̄m), then further efficiencies are realized by not updating Ĉ. If Ĉ is diagonal, then the main “work” in this algorithm
is in (14.11.9) and (14.11.10).

If the cost function Ψ is strictly convex, then at least in the case of quadratic surrogates the augmented function
F̄ will be convex with respect to x, so the minimizer in (14.11.5) exists. The above algorithm will decrease F̄
monotonically, and one can establish general conditions that ensure convergence of all of the x̄m vectors to x̂ [250].
Furthermore, if each C̆m is diagonal, then one can readily include box constraints.

To streamline the implementation, it may be helpful in some cases to find a single matrix D, often diagonal, that
dominates each C̆m, i.e., for which D � C̆m(x̄) for all m and all x̄. When such a matrix D is found and used in
place of each C̆m, the inner update simplifies to:

x̄m :=
1

M

M∑
l=1

[
x̄l −D−1∇Ψl(x̄l)

]

https://creativecommons.org/licenses/by-nc-nd/4.0/
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=
1

M

M∑
l=1

x̄l −
1

M
D−1

M∑
l=1

∇Ψl(x̄l) . (14.11.11)
e,ox,inc,alg,D

If D is diagonal, then an efficient “state vector” implementation of this method requires storing M + 3 vectors of
length np.

MIRT See pl_iot.m.

14.11.2 Incremental aggregated gradient (IAG) methods
In cases where the algorithm (14.11.11) converges, the x̄m vectors will approach a common limit as the iterations
proceed, so it might seem natural to replace the first “x̄l” term in (14.11.11) with the most recent estimate of x̂, i.e.,
x̄m−1. (The “m− 1” must be taken modulo M .) We can write such a modified update as follows:

x̄m := x̄m−1 −D−1 1

M

M∑
l=1

∇Ψl(x̄l) . (14.11.12)
e,ox,inc,blatt

Furthermore, the simplest choice for D is D = 1
αI for some sufficiently small α. In this case the update (14.11.12)

simplifies precisely to the incremental aggregated gradient (IAG) algorithm described by Blatt et al. [251]. If D is
diagonal, this method also requires storing M + 3 vectors of length np.

Modifying (14.11.11) to become (14.11.12) seems to lose all assurances of monotonicity and would seem to
risk compromising convergence. Interestingly, Blatt et al. nevertheless have shown convergence of (14.11.12) under
reasonable assumptions on Ψ [251]. It is likely that IAG and IOT have identical asymptotic convergence rates. It is an
open problem to compare the convergence rates of these two methods in the early iterations. Another open problem
is to see if one can derive (14.11.12) by some other majorization approach.

Another interesting open problem is to generalize (14.11.12) to the case of nonquadratic penalized likelihood, as
described in the next section, where the likelihood surrogates are updated less frequently than the penalty surrogates.

14.11.3 Nested quadratic surrogates for penalized-likelihood problems (s,ox,inc,pl)s,ox,inc,pl

For most penalized-likelihood image reconstruction problems, the cost function has the form

Ψ(x) =

M∑
m=1

L- m(x) +R(x),

where L- m(x) denotes the negative log-likelihood associated with the mth data block, and R(x) is a roughness penalty
function. Usually it is much more expensive to evaluate gradients of L- m than of R(x). In such cases the general
algorithm implementation (14.11.7) can be suboptimal. It can be more efficient to find individual quadratic surrogates
for the log-likelihood terms and for the roughness penalty, and to update the penalty surrogates more frequently. For
the log-likelihood terms, we first find quadratic surrogates of the form

φm(x; x̄) = L- m(x̄) + (x− x̄)
′
gm(x̄) +

1

2
(x− x̄)′ C̆m(x̄)(x− x̄), (14.11.13)

e,os,inc,qs,sur_m

where the gradient vector is:
gm(x) , ∇ L- m(x),

and where each C̆m is a np × np Hermitian positive-semidefinite matrix that majorizes L- m as follows:

φm(x;x) = L- m(x), ∀x
φm(x; x̄) ≥ L- m(x), ∀x, x̄. (14.11.14)

e,ox,inc,major,L

Typically the form of each partial negative log-likelihood function is

L- m(x) =
∑
i∈Sm

hi([Ax]i),

where often we have quadratic surrogates available for each hi function:

hi(t) ≤ qi(t; s) , hi(s) + ḣi(s)(t− s) +
1

2
c̆i(s)(t− s)2.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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In these cases, [∇ L- m(x)]j =
∑
i∈Sm aij ḣi([Ax]i) and the natural (nonseparable) option for C̆m in (14.11.13) is

C̆m(x) = A′m diag{c̆i([Ax]i)}Am = A′ diag
{
c̆i([Ax]i) I{i∈Sm}

}
A,

whereAm denotes the |Sm| × np matrix consisting of the rows ofA for which i ∈ Sm. Another (separable) option is
to choose

C̆m(x) = diag{dmj(x)} where dmj(x) ,
∑
i∈Sm

|aij | |a|i c̆i([Ax]i),

where |a|i ,
∑np

j=1 |aij | .
Instead of minimizing Ψ(x) directly, we apply alternating minimization to the following augmented cost function:

F̄ (x; x̄1, . . . , x̄M ) ,
M∑
m=1

φm(x; x̄m) +R(x)

≡
M∑
m=1

(
x′ gm(x̄m) +

1

2
(x− x̄m)′ C̆m(x̄m)(x− x̄m)

)
+ R(x),

and at each subiteration we need to minimize this over x, per (14.11.5).
If R(x) is quadratic, then so is F̄ and minimizing over x is relatively easy. However, if R(x) is non-quadratic,

then minimizing F̄ remains challenging. In fact, minimizing F̄ with respect to x is essentially a penalized weighted
least-squares (PWLS) problem. We suggest to apply optimization transfer yet again so as to minimize F̄ (·) over x
using subiterations. Suppose that we have a (possibly separable) quadratic surrogate for the penalty function of the
form

R(x; x̃) = R(x̄) +(x− x̃)′∇R(x̃) +
1

2
(x− x̃)′K(x̃)(x− x̃),

for some curvature matrixK. Then we define a surrogate function for F̄ (·) as follows:

Φ(x; x̃; x̄1, . . . , x̄M ) , F̄ (x; x̄1, . . . , x̄M )−R(x) +R(x; x̃) .

In particular, note that
arg min

x
F̄ (x; . . .) = arg min

x
min
x̃

Φ(x; x̃; . . .).

Iteratively descending Φ(·) with respect to its first two arguments will monotonically descend F̄ (·) with respect to x.
The gradient of Φ is

∇xΦ(x; x̃; x̄1, . . . , x̄M ) =

M∑
m=1

gm(x̄m) +

M∑
m=1

C̆m(x̄m)(x− x̄m) +∇R(x̃) +K(x̃)(x− x̃)

=
[
Ĉ +K(x̃)

]
x−

M∑
m=1

[
C̆m(x̄m) x̄m − gm(x̄m)

]
+∇R(x̃)−K(x̃)x̃,

where Ĉ ,
∑M
m=1 C̆m(x̄m) . Equating to zero and solving yields the following inner iteration:

xnew :=
[
Ĉ +K(xold)

]−1
[
M∑
l=1

(
C̆l(x̄l) x̄l − gl(x̄l)

)
−∇R

(
xold

)
+K(xold)xold

]
.

Precomputing summations when possible leads to the efficient implementation shown in Fig. 14.11.2. If each C̆m is
diagonal, then the storage requirements are 2M + 3 vectors of size equal to that of x.

In the algorithm description above, we update the penalty term R(x) every time a data block is updated, in fact,
even more often. An alternative is to treat the penalty term as one of the “blocks” in (14.10.1), e.g., [245, 252]. Such
a strategy would not have “subset gradient balance” but might still be effective in some situations.
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Penalized-likelihood incremental optimization transfer (PLIOT)
Initialize {x̄m :m = 1, . . . ,M}, e.g., by an aggressive non-convergent OS method
Intialize states:

Cm := C̆m(x̄m), m = 1, . . . ,M
vm := Cmx̄m −∇ L- m(x̄m), m = 1, . . . ,M

Ĉ :=
∑M
m=1Cm

v̂ :=
∑M
m=1 vm

Initialize x̂, e.g., x̂ = x̄M
for n = 1, 2, . . .

form = 1, . . . ,M
for one or more subiterations

x̂:=
[
Ĉ +K(x̂)

]−1 [
v̂−∇R(x̂) +K(x̂) x̂

]
. (14.11.15)

e,ox,inc,xnew,pliot

end

Ĉ := Ĉ −Cm
v̂ := v̂−vm

Cm := C̆m(x̂) (14.11.16)
vm := Cm x̂−∇ L- m(x̂) (14.11.17)

Ĉ := Ĉ +Cm

v̂ := v̂+vm

end
end

Figure 14.11.2: PLIOT algorithm for quadratic surrogates.
fig,ox,inc,pliot
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Penalized-likelihood incremental optimization transfer (PLIOT)-v2
Initialize {x̄m :m = 1, . . . ,M}, e.g., by an aggressive non-convergent OS method
Intialize states:

Cm := C̆m(x̄m), m = 1, . . . ,M
vm := Cmx̄m −∇ L- m(x̄m), m = 1, . . . ,M

Ĉ :=
∑M
m=1Cm

v̂ :=
∑M
m=1 vm

Initialize x̂ as follows:
for one or more subiterations

x̂:=
[
Ĉ +K(x̂)

]−1 [
v̂−∇R(x̂) +K(x̂) x̂

]
. (14.11.18)

e,ox,inc,xnew,pliot,2

end
for n = 1, 2, . . .

form = 1, . . . ,M

Ĉ := Ĉ −Cm
v̂ := v̂−vm

Cm := C̆m(x̂) (14.11.19)
vm := Cm x̂−∇ L- m(x̂) (14.11.20)

Ĉ := Ĉ +Cm

v̂ := v̂+vm

Update x̂ using subiterations of (14.11.18)
end

end

Figure 14.11.3: PLIOT-v2 algorithm for quadratic surrogates.
fig,ox,inc,pliot,2
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θS̃

6

�
�
�
��3

θS - ZSn - C - Y

Figure 14.12.1: Representing the observed data Y as the output of a possibly noisy “channel” C whose input is the
hidden-data ZSn .

fig,sage,channel

14.12 Space-alternating generalized EM (SAGE) methods (s,ox,sage)
s,ox,sage

In imaging applications, EM algorithms typically converge very slowly. Significant acceleration of convergence is
possible by appropriately applying the grouped coordinate ascent concept described in §14.5.8. The resulting family
of algorithms is called space alternating generalized EM (SAGE) algorithms [17, 18]. This section describes the
SAGE approach, primarily for historical completeness. The optimization transfer approach with quadratic surrogates
seems to offer comparable convergence rates with more flexible yet simpler derivations, so it seems preferable to SAGE
algorithms for the imaging problems considered in this book . However, SAGE has appeared as a natural approach in
other applications, e.g., [253, 254].

14.12.1 Problem
As in §14.9, our goal is to compute the ML estimate θ̂ of a parameter vector θ given a realization y of a random vector
Y with distribution p(y;θtrue).

The basic idea behind the SAGE method combines ideas from the EM method and the grouped coordinate ascent
approach. By introducing a “hidden-data” space for θS based on the statistical structure of the likelihood, we replace
the maximization of L

(
θS ,θS̃n

)
over Θ with the maximization of another functional QSn(θS ;θ(n)). If the hidden-

data space is chosen wisely, then one can maximize the function QSn(·;θ(n)) analytically, obviating the need for
line searches. Just as for an EM algorithm, the functionals QSn are constructed to ensure that increases in QSn

yield increases in L. Furthermore, we have found empirically for tomography that by using a hidden-data space whose
Fisher information is small, the analytical maximum ofQSn(·;θ(n)) increases L

(
·,θS̃n

)
nearly as much as maximizing

L
(
·,θS̃n

)
itself. This was formalized in an Appendix of [17], where we proved that less informative hidden-data spaces

lead to faster asymptotic convergence rates. In summary, the SAGE method uses the underlying statistical structure of
the problem to replace cumbersome or expensive numerical maximizations with analytical or simpler maximizations.

14.12.2 Hidden-data space
To generate the functions QSn for each index set Sn of interest, we must identify an admissible hidden-data space
defined in the following sense:

d,hidden-data

Definition 14.12.1 A random vector ZSn with distribution p(z;θ) is an admissible hidden-data space with respect to
θSn for p(y;θ) if the joint distribution of ZSn and Y satisfies

p(y, z;θ) = p
(
y|z;θS̃n

)
p(z;θ), (14.12.1)

e,admit

i.e., the conditional distribution p
(
y|z;θS̃n

)
must be functionally independent of θSn . In other words, ZSn must be a

complete-data space (in the sense of (14.9.3)) for θSn given that θS̃n is known.

A few remarks may clarify this definition’s relationship to related methods.
• The complete-data space (14.9.3) for the classical EM algorithm [6] is contained as a special case of Defini-

tion 14.12.1 by choosing S = {1, . . . , np} and requiring Y to be a deterministic function of ZSn [160].
• Under the decomposition (14.12.1), one can think of Y as the output of a noisy channel that may depend on θS̃ but

not on θS , as illustrated in Fig. 14.12.1.
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for n = 0, 1, . . . {
1. Choose an index set Sn

2. Choose an admissible hidden-data space ZSn for θSn .

3. E-step: Compute QSn(θSn ;θ(n)) using (14.12.2)

4. M-step:

θ(n+1)

Sn = arg max
θSn

QSn(θSn ;θ(n)), (14.12.3)
e,sage

θ(n+1)

S̃n
= θ(n)

S̃n
. (14.12.4)

e,copy

5. Optionala: Repeat steps 3 and 4.
}

a Including the optional subiterations of the E- and M-steps yields a “greedier” algorithm. In the few examples we have tried in image
reconstruction, the additional greediness was not beneficial. (This is consistent with the benefits of under-relaxation for coordinate-ascent
analyzed in [255].) In other applications however, such subiterations may improve the convergence rate, and may be computationally advan-
tageous over line-search methods that require analogous subiterations applied directly to L(θ).

Table 14.1: SAGE “Algorithm”
t,sage

• We use the term “hidden” rather than “complete” to describe ZSn , because in general ZSn will not be complete
for θ in the original sense of Dempster et al. [6]. Even the aggregate of ZSn over all of Sn will not in general be
an admissible complete-data space for θ.
• The most significant generalization over the EM complete-data that is embodied by (14.12.1) is that the conditional

distribution of Y on ZSn is allowed to depend on all of the other parameters θS̃ (see Fig. 14.12.1). In the superim-
posed signal application described in [17], it was precisely this dependency that led to improved convergence rates.
It also allows significantly more flexibility in the design of the distribution of ZSn .
• In principle one could further generalize the SAGE method by combining it with other generalizations such as the

cascade EM algorithm [183].

14.12.3 Algorithm
An essential ingredient of any SAGE algorithm is the following conditional expectation of the log-likelihood of ZSn :

QSn(θSn ;θ(n)) = QSn(θSn ;θ(n)

Sn ,θ
(n)

S̃n
)

, E
[
log p

(
ZSn ;θSn ,θ

(n)

S̃n

)
|Y = y;θ(n)

]
(14.12.2)

=
∑
z

[
log p

(
z;θSn ,θ

(n)

S̃n

)]
p(z|Y = y;θ(n)) .

Let θ0 ∈ Θ be an initial parameter estimate. A generic SAGE algorithm produces a sequence of estimates
{θ(n)}∞n=0 via the recursion shown in Table 14.1.

The maximization in (14.12.3) is over the set

ΘSn(θ(n)) ,
{
θSn : (θSn ,θ

(n)

S̃n
) ∈ Θ

}
. (14.12.5)

e,Theta

If one chooses the index sets and hidden data spaces appropriately, then typically one can combine the E-step and M-
step via an analytical maximization into a recursion of the form θ(n+1)

Sn = TSn(θ(n)). The examples in later sections
illustrate this important aspect of the SAGE method.

If one chooses ZSn = Y , then for that Sn we see from (14.12.2) that QSn(θS ;θ(n)) = L
(
θS ,θS̃n

)
. Thus,

grouped coordinate-ascent (§14.5.8) is a special case of the SAGE method, and one can apply GCA to index sets Sn
for which L

(
θS ,θS̃n

)
is easily maximized.

Rather than requiring a strict maximization in (14.12.3), one could settle simply for local maxima [160], or for
mere increases in QSn , in analogy with GEM algorithms [6]. These generalizations provide the opportunity to further
refine the trade-off between convergence rate and computation per-iteration.
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14.12.4 Choosing index sets
To implement a SAGE algorithm, one must choose a sequence of index sets Sn, n = 0, 1, . . .. This choice is as much
art as science, and will depend on the structure and relative complexities of the E- and M-steps for the problem. To
illustrate the trade-offs, we focus on imaging problems, for which there are at least four natural choices for the index
sets: 1) the entire image, 2) individual elements of θ (typically pixels), i.e.,

Sn = {1 + (nmodnp)} , (14.12.6)
e,ox,sage,scalar

(this was used in the ICM-EM algorithm of [256]), 3) grouping by rows or by columns, and 4) “red-black” type
orderings. These four choices lead to different trade-offs between convergence rate and ability to parallelize. A “red-
black” grouping was used in a modified EM algorithm in [257] to address the M-step coupling introduced by the
smoothness penalties. However, those authors subsequently concluded [258] that the simultaneous-update algorithm
by De Pierro [11] (see §18.5.3) is preferable. Those methods use the same complete-data space as in the conventional
EM algorithm for image reconstruction [259], so the convergence rate is still slow. Because the E-step for image
reconstruction naturally decomposes into np separate calculations (one for each element of θ), it is natural to update
individual elements of θ as in (14.12.6). By using less informative hidden-data spaces, we showed in [260, 261] that
the SAGE algorithm converges faster than the GEM algorithm of Hebert and Leahy [262], which in turn is faster than
the method of De Pierro [11]. Thus, for image reconstruction it appears that (14.12.6) is particularly well-suited to 2D
reconstruction on serial computers.

Other domain partitions have been considered [263, 264].
For image restoration problems with spatially-invariant systems, one can compute the E-step of the usual EM

algorithm for such problems (see (18.14.4) and (15.6.12) for example) using fast Fourier transforms (FFTs). A SAGE
algorithm with single-element index sets (14.12.6) would require direct convolutions. Depending on the width and
spectrum of the point-spread function, the improved convergence rate of SAGE using (14.12.6) may be offset by the
use of direct convolution. A compromise would be to group the pixels alternately by rows and by columns. This would
allow the use of 1D FFTs for the E-step, yet could still retain some of the improved convergence rate. Nevertheless,
the SAGE method may be most beneficial in applications with spatially-variant system responses.

Regardless of how one chooses the index sets, we have constructed QSn to ensure that increases in QSn lead to
monotone increases in L, by arguments very similar to those of Theorem 14.9.2.

14.12.5 Convergence rate
The asymptotic convergence rate of SAGE algorithms is analyzed in [17] following the methods in [35].

14.12.6 SAGE example with missing data (s,ox,sage,ex)s,ox,sage,ex

x,ox,sage

Example 14.12.2 Here we continue Example 14.9.3 and develop a SAGE algorithm for that problem.
Let Sij denote the jth column of Si. When updating θj , consider the following hidden data

Zji ∼ N(Sijθj ,Ki), i = 1, . . . , 3

whereKi = S′iKSi, so the observed data is related to the hidden data as follows:

Yi = Zji +
∑
k 6=j

Sij [ik] θk, j = 1, . . . , 2.

The log pdf of Zj is given by

log f(Zj ; θj) = log

3∏
i=1

f(Zji ; θj)

≡ −
3∑
i=1

1

2
(Zji − Sijθj)

′K−1
i (Zji − Sijθj)

≡ θ′j
3∑
i=1

S′ijK
−1
i Z

j
i −

1

2
θ′j

[
3∑
i=1

S′ijK
−1
i Sij

]
θj .
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Thus the Qj function is:

Qj(θj ;θ
(n)) = E

[
log f(Zj ; θj)|Y = y;θ(n)

]
≡ θ′j

3∑
i=1

S′ijK
−1
i E

[
Zji |Yi = yi;θ

(n)

]
−1

2
θ′j

[
3∑
i=1

S′ijK
−1
i Sij

]
θj .

Using properties of normal random vectors, one can show:

E
[
Zji |Yi = yi;θ

(n)

]
= Sijθ

(n)

j + (yi − Siθ(n)).

Substituting into the Qj function, minimizing and simplifying yields the following update for (14.12.3):

θ(n+1)

j = θ(n)

j +

∑3
i=1 S

′
ijK

−1
i (yi − Siθ(n))∑3

i=1 S
′
ijK

−1
i Sij

. (14.12.7)
e,ox,sage,ex

Fig. 14.9.1 compares the SAGE iterates to those of the EM algorithm derived in Example 14.9.3. The SAGE
algorithm appears to converge faster.
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14.13 Nonlinear least squares: Gauss-Newton and Levenberg-Marquardt
(s,ox,nls)s,ox,nls

An important family of cost functions arise in nonlinear least-squares problems:

Ψ(x) =
1

2
‖y − f(x)‖2 ,

where f : Rnp → Rnd is a nonlinear vector-valued function. The classical Gauss-Newton algorithm or Levenberg-
Marquardt algorithm [284, 285] are often used for this type of minimization problem, but they do not readily accom-
modate constraints such as nonnegativity on the parameters. Nor are they intrinsically monotonic. An optimization
transfer approach could be useful in some applications.

The cost function gradient is
∇Ψ(x) = (f(x)− y)∇f(x)

and the Hessian is

∇2Ψ(x) =

nd∑
i=1

(fi(x)− yi)Hi +∇f(x)∇f(x),

whereHi , ∇2fi(x).
The Gauss-Newton method ignores theHi terms in the Hessian of Ψ, making the approximation:

Ψ(x) ≈ Ψ(x(n)) +∇Ψ(x(n))(x− x(n)) +
1

2
(x− x(n))′∇f(x)∇f(x)(x− x(n)).

This leads to the update:
x(n+1) = x(n) − [∇f(x)∇f(x)]

−1∇Ψ(x(n)) . (14.13.1)
e,ox,nls,gn

This update is valid if [∇f(x)∇f(x)] is invertible. If not, then the Levenberg-Marquardt alternative is:

x(n+1) = x(n) − [∇f(x)∇f(x) + λ(n)I]
−1∇Ψ(x(n)), (14.13.2)

e,ox,nls,lm

where the λ(n) parameters are chosen to ensure descent.
If we can find matrices Ui and U such that

(fi(x)− yi)Hi � Ui, ∇f(x)∇f(x) � U

for all x, then we can use a quadratic surrogate of the form (14.3.5) with

J0 =
∑
i

Ui +U .

Developing general methods for finding such upper bounds is an open problem.
The Gauss-Newton approximation can be derived by linearizing the nonlinear function f(x), leading to the ap-

proximate cost function:

Ψ̃(x) ,
1

2
‖y − f(x(n))−∇f(x(n))(x− x(n))‖2

≡ Ψ(x(n)) +∇Ψ(x(n)) (x− x(n)) +
1

2
(x− x(n))

′
(∇f(x(n))∇f(x(n))) (x− x(n)) .

It seems plausible that a reasonable quadratic surrogate can be developed using this approximation as a starting point.

14.14 Summary (s,ox,summ)
s,ox,summ

In summary, this chapter has presented general tools for developing optimization transfer or majorize-minimize
(MM) algorithms, particularly for image reconstruction problems. A few examples illustrated the ideas; many more
appear elsewhere in the book. Other examples exist as well, e.g., for multidimensional scaling [286, p. 120] [287].
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14.15 Problems (s,ox,prob)s,ox,prob

p,ox,mono

Problem 14.1 From the perspective of algorithm development, is condition (14.1.4) more general, less general, or
equivalent to condition (14.1.2)?

p,ox,tangent

Problem 14.2 Prove the matched tangent condition (14.1.5), under appropriate conditions on the parameter set X .
p,ox,min,psd

Problem 14.3 Analyze the asymptotic convergence rate of the surrogate minimization method described in §14.2.4.
As a simpler alternative, consider the case where α is a constant. (Solve?)

p,ox,line1

Problem 14.4 Analyze the asymptotic convergence rate of a version of the steepest descent algorithm that uses just
one subiteration of the line-search method described in §14.5.6. (Solve?)

p,ox,sps,gen

Problem 14.5 Generalize the derivation of the SQS in §14.5.7 to the case of cost functions of the form

Ψ(x) =

nd∑
i=1

hi(fi(x)), fi(x) =

np∑
j=1

fij(xj),

where the hi functions are convex but the functions fij(·) need not be linear. (You should derive a surrogate that is
separable but not necessarily quadratic. You need not try to minimize that surrogate.)

p,ox,rot,inv

Problem 14.6 As described in §2.4.2, generalize the algorithm derived in Example 14.5.1 to a 2D problem with a
rotationally invariant (isotropic) regularizer of the form (2.4.4). If the potential function is the absolute value, with
corner rounding, then this problem is a version of (isotropic) TV denoising. Hint: use (14.4.15). (Using optimization
transfer, this generalization is much simpler than in the half-quadratic approach [82].)

p,ox,asymm

Problem 14.7 The symmetry condition in Huber’s curvature theorem Theorem 14.4.5 seems unnecessarily restrictive.
This problem explores relaxing that condition.

1. Consider the “asymmetric parabola” function

ψ(t) =

{
αt2/2, t ≥ 0
βt2/2, t ≤ 0,

where α, β ≥ 0. Show that the parabola q(t; s) in (14.4.8) is a valid surrogate for ψ if it has curvature
c̆ = max {α, β} .

2. Prove or disprove: the curvature c̆ above is optimal.

3. Now consider the following more general conditions (same as Huber’s except for symmetry).
• ψ is differentiable
• For t > 0, ψ̇(t) /t is bounded and nonincreasing as t→∞.
• For t < 0, ψ̇(t) /t is bounded and nonincreasing as t→ −∞.

Prove or disprove. Under the above conditions, the following curvature ensures that q(t; s) in (14.4.15) is a
valid surrogate for ψ:

c̆ψ(t) = max

{
ψ̇(t)

t
,
ψ̇(−t)
−t

}
.

If this choice does not work, then find an appropriate (preferably optimal) choice.

(Solve?)
p,ox,sqs,complex

Problem 14.8 Generalize the SQS derivation to the case where y, x, andB are all complex. (Need typed.)
p,ox,sqs,np=2

Problem 14.9 For the case np = 2, consider a convex cost function Ψ(x) with matrix upper bound on its curvature:[
a b
b c

]
� ∇2Ψ(x) . Find the optimal separable quadratic surrogate having curvatureC = αI2 that minimizes the

root convergence factor ρ
(
I −C−1

[
a b
b c

])
. (Solve?)
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p,ox,it,gen

Problem 14.10 Generalize the iterative soft-thresholding algorithm of Example 14.5.2 to the case of non-quadratic
data-fit terms

Ψ(x) =

nd∑
i=1

hi([Ax]i) +β ‖U ′x‖1 .

Make appropriate reasonable assumptions about the hi functions.
p,ox,it,res

Problem 14.11 Apply the IST algorithm of Example 14.5.2 to a 2D image restoration problem with shift-invariant
blur. Hint. One can modify mri_cs_ist_example.m to use Gblur instead of Gdft.

p,ox,sep,mult

Problem 14.12 Analyze the convergence properties of the separable multiplicative update (14.3.13). (Solve?)
p,ox,em,sur,vs,Q

Problem 14.13 Prove the equality (14.9.15) relating majorizers to EM surrogates.
p,ox,inc,wls

Problem 14.14 Develop an incremental algorithm for the WLS cost function by studying §14.7.2, §15.6.4, and §17.7.2.
(Need typed.)

p,ox,recon,mult

Problem 14.15 Generalize the algorithm described in §14.4.3 to the case where each ψi is convex on (−ri,∞), where
ri ≥ 0. Hint. Consider §17.5.2. (Need typed.)

p,ox,hq,mag

Problem 14.16 For the case of complex x with highly oscillatory phase, a regularizer of the form
∑
k ψk([C |x|]k)

where |x| denotes the vector whose elements are the magnitude of the elements of x was proposed in [288, 289], and
a half-quadratic method was presented for minimization. Develop an optimization transfer approach and compare the
surrogate functions. (Solve?)

p,ox,kinetic

Problem 14.17 Develop an optimization transfer method for performing nonlinear least-squares estimation of ki-
netic model parameters. Specifically, consider the cost function

arg min
a,α

nd∑
i=1

∣∣∣∣∣∣yi −
∑
j

aj e−tiαj

∣∣∣∣∣∣
2

.

Compare to classical NLS estimation methods in terms of convergence speed and reliability. (Solve?)
p,ox,pca

Problem 14.18 In the problem known as “sparse nonnegative matrix factorization” or “nonnegative sparse coding,”
one wishes to minimize a cost function of the following form [290, 291]

arg min
A,B

1

2
‖X −AB‖2 + β

∑
i,j

ψ(bij),

with nonnegativity constraints on the elements ofA andB. This is a generalization of principle components analysis
(PCA) [292] that requires nonnegativity and sparseness. Develop an optimization transfer solution to this problem
and compare to the algorithm in [291]. (Solve?)

p,ox,gg

Problem 14.19 Show that if 0 < p ≤ 1 and s 6= 0 then

|t|p ≤ |t| p |s|p−1
+ (1− p) |s|p .

This majorizer is useful for wavelet-based image restoration methods with heavy-tailed priors on the wavelet coeffi-
cients [293, 294] that encourage sparse wavelet representations. (See Problem 1.12.) (Need
typed.)

p,ox,zoom

Problem 14.20 Use optimization transfer to develop an algorithm for edge-preserving image expansion or zooming.
This will be a generalization of Problem 1.23 [295, 296].

p,ox,ist,tv

Problem 14.21 The standard iterative soft thresholding (IST) algorithm described in §14.5.7.3 is not applicable to
a standard total variation type of regularizer ‖Cx‖1 because the usual choices for C like DN in (1.8.4) are not

invertible. However if we add one more row to DN as follows: C =

[
1 0 . . . 0
DN

]
then this matrix is invertible

and its inverse is lower-triangular. Develop a IST algorithm for 1D problems with this regularizer. Does the principle
generalize to 2D?

p,ox,qn

Problem 14.22 Compare a general-purpose optimization method such as a limited-memory quasi-Newton (QN)
method to one of the special purpose optimization transfer methods described in this chapter for an image recon-
struction algorithm. Open-source QN software is available online for example at
https://software.sandia.gov/trac/poblano (Solve?)
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