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- Can we do better?
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- Barrington's Theorem

depth $d \approx 3 \log \lambda$ length $4^{d} \approx \lambda^{6}$
$x$ Problem: Barrington's transformation is very inefficient.


## Our Results

(1) Faster bootstrapping with small polynomial error growth

## Our Results

(1) Faster bootstrapping with small polynomial error growth
$\star$ Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit.

## Our Results

(1) Faster bootstrapping with small polynomial error growth
$\star$ Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!

## Our Results

(1) Faster bootstrapping with small polynomial error growth
$\star$ Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!

* Key Idea: Embed additive group $\left(\mathbb{Z}_{q},+\right)$ into small symmetric group


## Our Results

(1) Faster bootstrapping with small polynomial error growth

* Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!
$\star$ Key Idea: Embed additive group $\left(\mathbb{Z}_{q},+\right)$ into small symmetric group

| Reference | \# Homom Ops | Noise Growth |
| :---: | :---: | :---: |
| $\left[\mathrm{GHS}^{\prime} 12, \mathrm{AP}^{\prime} 13\right]$ (packing) | $\tilde{O}(1) \boldsymbol{\imath}$ | $\lambda^{O(\log \lambda)}$ |
| $\left[\mathrm{BV}^{\prime} 14\right]$ | $\tilde{O}\left(\lambda^{6}\right)$ | $\operatorname{large} \operatorname{poly}(\lambda)$ |
| This work | $\tilde{O}(\lambda) \boldsymbol{\imath}$ | $\tilde{O}\left(\lambda^{2}\right)$ |

## Our Results

(1) Faster bootstrapping with small polynomial error growth

* Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!
* Key Idea: Embed additive group $\left(\mathbb{Z}_{q},+\right)$ into small symmetric group

| Reference | \# Homom Ops | Noise Growth |
| :---: | :---: | :---: |
| [GHS'12,AP'13] (packing) | $\tilde{O}(1) \boldsymbol{\imath}$ | $\lambda^{O(\log \lambda)}$ |
| $\left[\mathrm{BV}^{\prime} 14\right]$ | $\tilde{O}\left(\lambda^{6}\right)$ | $\operatorname{large} \operatorname{poly}(\lambda)$ |
| This work | $\tilde{O}(\lambda) \boldsymbol{\imath}$ | $\tilde{O}\left(\lambda^{2}\right)$ |

(2) Variant of [GSW'13] encryption scheme

## Our Results

(1) Faster bootstrapping with small polynomial error growth
$\star$ Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!

* Key Idea: Embed additive group $\left(\mathbb{Z}_{q},+\right)$ into small symmetric group

| Reference | \# Homom Ops | Noise Growth |
| :---: | :---: | :---: |
| [GHS'12,AP'13] (packing) | $\tilde{O}(1) \boldsymbol{\imath}$ | $\lambda^{O(\log \lambda)}$ |
| $\left[\mathrm{BV}^{\prime} 14\right]$ | $\tilde{O}\left(\lambda^{6}\right)$ | $\operatorname{large} \operatorname{poly}(\lambda)$ |
| This work | $\tilde{O}(\lambda) \boldsymbol{\imath}$ | $\tilde{O}\left(\lambda^{2}\right)$ |

(2) Variant of [GSW'13] encryption scheme
$\star$ Very simple description and error analysis

## Our Results

(1) Faster bootstrapping with small polynomial error growth
$\star$ Treats decryption as an arithmetic function over $\mathbb{Z}_{q}$, not a circuit. Avoids Barrington's Theorem - but still uses permutation matrices!

* Key Idea: Embed additive group $\left(\mathbb{Z}_{q},+\right)$ into small symmetric group

| Reference | \# Homom Ops | Noise Growth |
| :---: | :---: | :---: |
| $\left[\mathrm{GHS}^{\prime} 12, \mathrm{AP}^{\prime} 13\right]$ (packing) | $\tilde{O}(1) \boldsymbol{\imath}$ | $\lambda^{O(\log \lambda)}$ |
| $\left[\mathrm{BV}^{\prime} 14\right]$ | $\tilde{O}\left(\lambda^{6}\right)$ | large poly $(\lambda)$ |
| This work | $\tilde{O}(\lambda) \boldsymbol{\imath}$ | $\tilde{O}\left(\lambda^{2}\right)$ |

(2) Variant of [GSW'13] encryption scheme
$\star$ Very simple description and error analysis

* Enjoys full re-randomization of error as a natural side effect Cf. [BV'14]: partial re-randomization, using extra key material
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- Old method [GSW'13]: $\mathbf{G}^{-1}$ is deterministic bit decomposition.
- New: $\mathbf{G}^{-1}$ samples a (random) subgaussian preimage.
$\Rightarrow$ Tight $O(\sqrt{n})$ error growth, full rerandomization of error
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- Addition: $a \rightarrow \square$ implemented as $P_{a} \bullet P_{b}=P_{a} \cdot P_{b}$
* Recall: Right-associative multiplication yields polynomial error growth.
- Equality test: Equals $(\square a, b)$ : take $b$ th entry from first column of $P_{a}$.
- Bottom line: $\tilde{O}\left(\lambda^{3}\right)$ homomorphic operations to bootstrap.
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\begin{aligned}
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- Equality test:

$$
\text { Equals }_{q}(\boxed{a}, b)=\underset{i}{\square} \text { Equals }_{p_{i}}\left(\boxed{a_{i}}, b \bmod p_{i}\right)
$$

- Bottom line: $\tilde{O}(\lambda)$ homomorphic operations to bootstrap.
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## Thanks!

