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## Practice: TrueCrypt, Rubberhose, ...

- Limited deniability: "move along, no message here..." Plausible for storage, but not so much for communication.
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## This Work

(1) Bi-deniable encryption: sender \& receiver simultaneously coercible

* A true public-key scheme: non-interactive, no 3rd parties
» Uses special properties of lattices [Ajtai'96,Regev'05,GPV'08,...]
* Has large keys . . . but this is inherent [Nielsen'02]
(2) "Plan-ahead" bi-deniability with short keys
* Bounded number of alternative messages, decided in advance
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$$
\{0,1\}^{k}=U
$$

Public description $p k$ with secret 'trapdoor' sk.

## Properties

(1) Given only $p k$,
$\star$ Can efficiently sample from $P$ (and from $U$, trivially).

* $P$-sample is pseudorandom: 'looks like' a $U$-sample...
* ... so it can be 'faked' as a $U$-sample.
(2) Given $s k$, can easily distinguish $P$ from $U$.
- Many instantiations: trapdoor perms (RSA), DDH, lattices, ...
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## Deniability

$\checkmark$ Alice can fake: $P P \rightarrow U P \rightarrow U U$
$x$ What about Bob?? His $s k$ reveals the true nature of the samples!
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## Properties

(1) Each $p k$ has many $s k$, each inducing a slightly different $P$-test.
(2) Most $s k$ classify a given $P$-sample correctly.
(3) Can generate $p k$ with a faking key: given $f k$ and a $P$-sample $x$, can find a 'proper-looking' sk that classifies $x$ as a $U$-sample.
$\Rightarrow$ Bob can also fake $P \rightarrow U$ !
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## Receiver Faking

- Faking key $=$ short basis of $\mathcal{L}^{\perp} \quad$ (a la [GPV'08,...])
- Given $P$-sample x , choose fake $\mathrm{r} \in \mathcal{L}^{\perp}$ correlated with x's error. Then $\langle\mathbf{r}, \mathbf{x}\rangle$ is uniform $\bmod q \Rightarrow \mathbf{x}$ is classified as a $U$-sample.
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## Security (in a nutshell)

- Fake $\mathbf{r}$ depends heavily on $\mathbf{x}$. Why would it 'look like’ a 'normal' $\mathbf{r}$ ?
- Alternative experiment: choose Gaussian r (as normal), then let $\mathbf{x}=$ LWE + Gauss $\cdot \mathbf{r}$. This $(\mathbf{r}, \mathbf{x})$ has the same* joint distrib!
- Finally, replace LWE with uniform $\Rightarrow$ normal $\mathbf{r}$ and $U$-sample $\mathbf{x}$.


## Closing Thoughts on Deniability

- Faking $s k$ requires 'oblivious’ misclassification (of P as U )
- Bi-deniability from other cryptographic assumptions?
- Full deniability, without alternative algorithms?


## Part 2:

## Circular-Secure Encryption

- B. Applebaum, D. Cash, C. Peikert, A. Sahai (CRYPTO 2009)
"Fast Cryptographic Primitives and Circular-Secure Encryption Based on Hard Learning Problems"
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- Applications: formal analysis [ABHS'05], disk encryption, anonymity systems [CL'01], fully homomorphic encryption [G'09]
- Some (semantically secure) schemes are actually circular-insecure [ABBC'10,GH'10]
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## Our Scheme [Applebaum-Cash-P-Sahai'09]

- Based on Learning With Errors (LWE) assumption [Regev'05]
- Security: same. Follows general [BHHO'08] approach.
- Efficiency: comes 'for free*' with existing schemes! [R'05,PVW'08]

| Public key | Enc Time | Ciphertext |
| :---: | :---: | :---: |
| $\sim k^{2}$ bits | $\sim k^{2}$ ops | $\sim k$ bits |
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(Also maps uniform samples (a,b) to uniform ( $\left.\mathbf{a}^{\prime}, b^{\prime}\right)$ ).

## Clique \& Affine Security (Again, For Free)

- Repeating transform produces ind. sources $\operatorname{LWE}_{\mathrm{e}_{1}}, \operatorname{LWE}_{\mathrm{e}_{2}}, \ldots$
- Side effect: a known affine relation between unknowns s and $\mathrm{e}_{i}$. This lets us create $\mathrm{Enc}_{p k_{i}}\left(\right.$ affine $\left.\left(\mathbf{e}_{j}\right)\right)$ for any $i, j$.
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## Thanks!

